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Preface

Philosophy

Elementary Statistics, Tenth Edition, is the result of over 30 years of teaching, re-
search, and innovation in statistics education. The goal of this book is to be an en-
gaging and thorough introduction to statistics for students. Although formulas and
formal procedures can be found throughout the text, it emphasizes the develop-
ment of statistical literacy and critical thinking. This book encourages thinking
over the blind use of mechanical procedures.

Elementary Statistics has been the leading introductory statistics textbook in
the United States for many years. By reaching millions of students, it has become
the single best-selling statistics textbook of all time. Here are some important fea-
tures that have contributed to its consistent success:

* Emphasis on statistical literacy and critical thinking

* Emphasis on understanding concepts instead of cookbook calculations
® Abundant use of real data

®  Writing style that is clear, friendly, and occasionally humorous

® Diverse and abundant pedagogical features

® An array of helpful supplements for students and professors

® Addison-Wesley sales, technical, support, and editorial professionals who are
exceptional in their commitment and expertise

Apart from learning about statistics, another important objective of Elementary
Statistics, Tenth Edition is to provide a framework that fosters personal growth
through the use of technology, work with peers, critical thinking, and the develop-
ment of communication skills. Elementary Statistics allows students to apply their
learned skills beyond the classroom in a real-world context.

This text reflects recommendations from the American Statistical Association
and its Guidelines for Assessment and Instruction in Statistics Education (GAISE),
the Mathematical Association of America, the American Mathematical Association
of Two-Year Colleges, and the National Council of Teachers of Mathematics.

Audience/Prerequisites

Elementary Statistics is written for students majoring in any subject. Although the
use of algebra is minimal, students should have completed at least a high school or
college elementary algebra course. In many cases, underlying theory behind top-
ics is included, but this book does not require the mathematical rigor more suit-
able for mathematics majors. Because the many examples and exercises cover a

XV
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wide variety of statistical applications, Elementary Statistics will be interesting
and appropriate for students studying disciplines ranging from the social sciences
of psychology and sociology to areas such as education, the allied health fields,
business, economics, engineering, the humanities, the physical sciences, journal-
ism, communications, and liberal arts.

Technology

Elementary Statistics, Tenth Edition, can be used easily without reference to any
specific technology. Many instructors teach this course with their students using
nothing more than a scientific calculator. However, for those who choose to sup-
plement the course with specific technology, both in-text and supplemental mate-
rials are available.

Changes in this Edition
® The section on Visualizing Data has been divided into two sections, with in-
creased emphasis on statistical graphics:
Section 2-3: Histograms
Section 2-4: Statistical Graphics

® The former chapter on Describing, Exploring, and Comparing Data has been
divided into two chapters:

Chapter 2: Summarizing and Graphing Data

Chapter 3: Statistics for Describing, Exploring, and Comparing Data
® New section: McNemar’s Test for Matched Pairs (Section 11-4)
® New section on the enclosed CD-ROM: Bayes’ Theorem

® The text in some sections has been partitioned into Part 1 (Basics) and Part 2
(Beyond the Basics) so that it is easier to focus on core concepts.

® Discussions on certain topics have been expanded: Power (Section 8-2);
residual plots (Section 10-3); logistic regression (Section 10-5); and interac-
tion plots (Section 12-3).

® Requirement check: Where appropriate, solutions begin with a formal check
of the requirements that must be verified before a particular method should be
used.

® Statistical Literacy and Critical Thinking: Each exercise section begins
with four exercises that specifically involve statistical literacy and critical
thinking. Also, the end of each chapter has another four exercises of this type.

® Answers from technology: The answers in Appendix E are based on the use
of tables, but answers from technology are also included when there are dis-
crepancies. For example, one answer is given as “P-value: 0.2743 (Tech:
0.2739),” where “Tech” indicates the answer that would be obtained by using a
technology, such as STATDISK, Minitab, Excel, or a TI-83/84 Plus calculator.
Also, when applicable, P-values are now provided for almost all answers.

® Small data sets: This edition has many more exercises that involve smaller
data sets.

o
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® New exercises and examples: 68% of the exercises are new, and 53% of the
exercises use real data. 66% of the examples are new.

® Top 20 Topics: In this edition, we have identified the Top 20 Topics that are
especially important in any introductory statistics course. These topics are

marked with a ~20” in the text. Students using MyStatLab have access to

additional resources for learning these topics with definitions, animations, and
video lessons.

Flexible Syllabus

The organization of this book reflects the preferences of most statistics instruc-
tors, but there are two common variations that can be easily used with this Tenth
Edition:

¢ Early coverage of correlation/regression: Some instructors prefer to cover
the basics of correlation and regression early in the course, such as immedi-
ately following the topics of Chapter 3. Sections 10-2 (Correlation) and 10-3
(Regression) can be covered early in the course. Simply limit coverage to Part 1
(Basic Concepts) in each of those two sections.

® Minimum probability: Some instructors feel strongly that coverage of prob-
ability should be extensive, while others feel just as strongly that coverage
should be kept to a minimum. Instructors preferring minimum coverage can
include Section 4-2 while skipping the remaining sections of Chapter 4, as
they are not essential for the chapters that follow. Many instructors prefer to
cover the fundamentals of probability along with the basics of the addition
rule and multiplication rule, and those topics can be covered with Sections
4-1 through 4-4. Section 4-5 includes conditional probability, and the subse-
quent sections cover simulation methods and counting (including permuta-
tions and combinations).

Exercises

There are over 1750 exercises—O68 percent of them are new! More exercises use
smaller data sets, and many require the interpretation of results. Because exer-
cises are of such critical importance to any statistics book, great care has been
taken to ensure their usefulness, relevance, and accuracy. Three statisticians have
read carefully through the final stages of the book to verify accuracy of the text
material and exercise answers. Exercises are arranged in order of increasing diffi-
culty by dividing them into two groups: (1) Basic Skills and Concepts and (2) Be-
yond the Basics. The Beyond the Basics exercises address more difficult concepts
or require a somewhat stronger mathematical background. In a few cases, these
exercises also introduce a new concept.

Real data: 53% of the exercises use real data. (Because this edition has many
more exercises in the category of Statistical Literacy and Critical Thinking, the
percentage of exercises using real data is less than in the ninth edition, but the
number of exercises using real data is approximately the same.) Because the use
of real data is such an important consideration for students, hundreds of hours

o
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have been devoted to finding real, meaningful, and interesting data. In addition to
the real data included throughout the book, some exercises refer to the 18 large
data sets listed in Appendix B.

Hallmark Features

Great care has been taken to ensure that each chapter of Elementary Statistics will
help students understand the concepts presented. The following features are de-
signed to help meet that objective:

¢ Chapter-opening features: A list of chapter sections previews the chapter for
the student; a chapter-opening problem, using real data, then motivates the
chapter material; and the first section is a chapter overview that provides a
statement of the chapter’s objectives.

® End-of-chapter features: A Chapter Review summarizes the key concepts
and topics of the chapter; Statistical Literacy and Critical Thinking exercises
address chapter concepts; Review Exercises offer practice on the chapter
concepts and procedures—plus new videos show how to work through these
exercises.

°*  Cumulative Review Exercises reinforce earlier material;

®* From Data to Decision: Critical Thinking is a capstone problem that re-
quires critical thinking and writing;

From Data to Decision

® Cooperative Group Activities encourage active learning in groups;

¢ Technology Projects are for use with STATDISK, Minitab, Excel, or a
TI-83/84 Plus calculator;

Using Technology

STATDISK
MINITAB
T1-83/84 PLUS

* Internet Projects provide students an opportunity to work with Internet data
sets and, in some cases, applets;

o
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Internet Project

®* Margin Essays: The text includes 122 margin essays, which illustrate uses
and abuses of statistics in real, practical, and interesting applications. Topics
include Do Boys or Girls Run in the Family, Lefties Die Sooner?, and Picking
Lottery Numbers.

¢ Flowcharts: These appear throughout the text to simplify and clarify more
complex concepts and procedures. New for this edition, the flowcharts have
been animated and can be accessed at this text’s MyStatLab (www.mystatlab.
com) and MathXL for Statistics (www.mathxl.com) sites.

e Statistical Software: STATDISK, Minitab, Excel and TI-83/84 PLUS
instructions and output appear throughout the text.

® Real Data Sets: These are used extensively throughout the entire book. Ap-
pendix B lists 18 data sets, including 4 that are new and 3 others with new
data. These data sets are provided in printed form in Appendix B, and in elec-
tronic form on the Web site and the CD bound in the back of new copies of the
book. The data sets include such diverse topics as alcohol and tobacco use in
animated children’s movies, eruptions of the Old Faithful geyser, and mea-
surements related to second-hand smoke.

® Interviews: Every chapter of the text includes interviews with professional
men and women in a variety of fields who use statistics in their day-to-day
work.

®  Quick-Reference Endpapers: Tables A-2 and A-3 (the normal and 7 distribu-
tions) are reproduced on inside cover pages. A symbol table is included at the
back of the book for quick and easy reference to key symbols.

® Detachable Formula/Table Card: This insert, organized by chapter, gives
students a quick reference for studying, or for use when taking tests (if al-
lowed by the instructor).

®* CD-ROM: The CD-ROM was prepared by Mario F. Triola and is packaged
with every new copy of the text. It includes the data sets from Appendix B,
which are stored as text files, Minitab worksheets, SPSS files, SAS files,
Excel workbooks, and a TI-83/84 Plus application. The CD also includes a
section on Bayes’ Theorem, programs for the TI-83/84 Plus® graphing calcu-
lator, STATDISK Statistical Software (Version 10.1), and the Excel add-in
DDXL, which is designed to enhance the capabilities of Excel’s statistics
programs.
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Supplements

The student and instructor supplements packages are intended to be the most com-
plete and helpful learning system available for the introductory statistics course.
Instructors should contact their local Addison-Wesley sales representative, or
e-mail the company directly at exam@aw.com for examination copies.

For the Instructor

Annotated Instructor’s Edition, by Mario F. Triola, contains answers to all
exercises in the margin, plus recommended assignments, and teaching sug-
gestions. ISBN: 0-321-33182-6.

Instructor’s Solutions Manual, by Milton Loyer (Penn State University),
contains solutions to all the exercises and sample course syllabi. ISBN: 0-
321-36916-5.

Insider’s Guide to Teaching with the Triola Statistics Series, by Mario F. Triola,
contains sample syllabi, and tips for incorporating projects, as well as lesson
overviews, extra examples, minimum outcome objectives, and recommended
assignments for each chapter. ISBN 0-321-40964-7.

MyStatLab (part of the MyMathLab and MathXL product family) is a text-
specific, easily customizable online course that integrates interactive multi-
media instruction with the textbook content. MyStatLab is powered by
CourseCompass™—Pearson Education’s online teaching and learning envi-
ronment— and by MathXL®—our online homework, tutorial, and assessment
system. MyStatLab gives you the tools needed to deliver all or a portion of
your course online, whether your students are in a lab setting or working from
home. MyStatLab provides a rich and flexible set of course materials, featur-
ing free-response tutorial exercises for unlimited practice and mastery. Stu-
dents can also use online tools, such as video lectures, animations, and a
multimedia textbook, to independently improve their understanding and per-
formance. Instructors can use MyStatLab’s homework and test managers to
select and assign online exercises correlated directly to the textbook, and you
can also create and assign your own online exercises and import TestGen tests
for added flexibility. MyStatLab’s online gradebook—designed specifically
for mathematics and statistics—automatically tracks students” homework and
test results and gives the instructor control over how to calculate final grades.
Instructors can also add offline (paper-and-pencil) grades to the gradebook.
MyStatLab is available to qualified adopters.

For more information, visit www.mystatlab.com or contact your Addison-
Wesley sales representative for a demonstration.

Testing System: Great care has been taken to create the most comprehensive
testing system possible for the new edition of Elementary Statistics. Not only
is there a printed test bank, there is also a computerized test generator,
TestGen, that allows instructors to view and edit testbank questions, transfer
them to tests, and print in a variety of formats. The program also offers many
options for sorting, organizing and displaying testbanks and tests. A built-in
random number and test generator makes TestGen ideal for creating multiple

o



5014_TriolaE/S_FMppi-xxxv 11/23/05 10:24 AM Page xxi $

Preface

versions of tests and provides more possible test items than printed testbank
questions. Users can export tests to be compatible with a variety of course
management systems, or even just to display in a web browser. Additionally,
tests created with TestGen can be used with QuizMaster, which enables stu-
dents to take exams on a computer network. Printed Testbank ISBN: 0-321-
36914-9; TestGen for Mac and Windows ISBN: 0-321-36904-1.

* PowerPoint® Lecture Presentation CD: Free to qualified adopters, this
classroom lecture presentation software is geared specifically to the sequence
and philosophy of Elementary Statistics. Key graphics from the book are in-
cluded to help bring the statistical concepts alive in the classroom. These
slides are also available on the Triola Web site at www.aw-bc.com/triola. Mac
and Windows ISBN: 0-321-36905-X.

For the Student

* MathXL® for Statistics is a powerful online homework, tutorial, and assess-
ment system that accompanies Addison Wesley textbooks in statistics and
mathematics. With MathXL for Statistics, instructors can create, edit, and as-
sign online homework created specifically for the Triola textbook and tests
using algorithmically generated exercises correlated at the objective level to
this book. All student work is tracked in MathXL’s online gradebook. Stu-
dents can take chapter tests in MathXL for Statistics and receive personalized
study plans based on their test results. The study plan diagnoses weaknesses
and links students directly to tutorial exercises for the objectives they need to
study and retest. Students can also access animations and Triola video clips
directly from selected exercises. MathXL for Statistics is available to quali-
fied adopters. For more information, visit our Web site at www.mathxl.com,
or contact your Addison-Wesley sales representative.

® Videos have been expanded and now supplement most sections in the book,
with many topics presented by the author. The videos feature technologies
found in the book and the worked-out Chapter Review exercises. This is an ex-
cellent resource for students who have missed class or wish to review a topic.
It is also an excellent resource for instructors involved with distance learning,
individual study, or self-paced learning programs. Videotape Series ISBN: 0-
321-36913-0. Digital Video Tutor (CD-ROM version). ISBN: 0-321-41268-0.

® Triola Elementary Statistics Web Site: This Web site may be accessed at
http://www.aw-bc.com/triola, and provides Internet projects keyed to every
chapter of the text, plus the book’s data sets as they appear on the CD.

® Student’s Solutions Manual, by Milton Loyer (Penn State University), pro-
vides detailed, worked-out solutions to all odd-numbered text exercises.
ISBN: 0-321-36918-1.

The following technology manuals include instructions on and examples of the

technology’s use. Each one has been written to correspond with the text.

®  Excel® Student Laboratory Manual and Workbook, written by Johanna Halsey
and Ellena Reda (Dutchess Community College), ISBN: 0-321-36909-2.

®  MINITAB® Student Laboratory Manual and Workbook, written by Mario F.
Triola. ISBN: 0-321-36919-X.

o
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® SAS Student Laboratory Manual and Workbook, written by Joseph Morgan
ISBN 0-321-36910-6.

® SPSS® Student Laboratory Manual and Workbook, ISBN 0-321-36911-4.

® STATDISK Student Laboratory Manual and Workbook, written by Mario F.
Triola. ISBN: 0-321-36912-2.

®  Graphing Calculator Manual for the TI-83 Plus, TI-84 Plus, and TI-89, by
Patricia Humphrey (Georgia Southern University) ISBN: 0-321-36920-3.

®  ActivStats®, developed by Paul Velleman and Data Description, Inc., provides
complete coverage of introductory statistics topics on CD-ROM, using a full
range of multimedia. ActivStats integrates video, simulation, animation, narra-
tion, text, interactive experiments, World Wide Web access, and Data Desk®, a
statistical software package. Homework problems and data sets from the Triola
text are included on the CD-ROM. ActivStats for Windows and Macintosh
ISBN: 0-321-30364-4. Also available in versions for Excel, JMP, Minitab,
and SPSS. See your Addison-Wesley sales representative for details or check
the Web site at www.aw.com/activstats.

®  Addison-Wesley Tutor Center: Free tutoring is available to students who pur-
chase a new copy of the 10th Edition of Elementary Statistics when bundled
with an access code. The Addison-Wesley Tutor Center is staffed by qualified
statistics and mathematics instructors who provide students with tutoring on
text examples and any exercise with an answer in the back of the book. Tutor-
ing assistance is provided by toll-free telephone, fax, e-mail and whiteboard
technology—which allows tutors and students to actually see the problems
worked while they “talk” in real time over the Internet. This service is avail-
able five days a week, seven hours a day. For more information, please con-
tact your Addison-Wesley sales representative.

®  The Student Edition of MINITAB is a condensed version of the professional re-
lease of MINITAB Statistical Software. It offers students the full range of
MINITAB’s statistical methods and graphical capabilities, along with work-
sheets that can include up to 10,000 data points. It comes with a user’s manual
that includes case studies and hands-on tutorials, and is perfect for use in any in-
troductory statistics course, including those in the life and social sciences. The
currently available Student Edition is The Student Guide to Minitab Release 14.
ISBN 0-201-77469-0. MINITAB Student Release 14 statistical software is avail-
able for bundling with the Triola textbook. ISBN 0-321-11313-6 (CD only).

Any of these products can be purchased separately, or bundled with Addison-Wesley
texts. Instructors can contact local sales representatives for details on purchasing and
bundling supplements with the textbook or contact the company at exam@aw.com
for examination copies of any of these items.
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In the center column, CP = Chapter Problem, IE = In-Text Example, M = Margin Example,

E = Exercise, BB = Beyond the Basics, R = Review Exercise, CR = Cumulative Review Exercise,

DD = Data to Decision, CGA = Cooperative Group Activity, TP = Technology Project,
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Back-to-School Spending (E), 359

Better Results with Smaller Class Sizes
M), 477

Blanking Out on Tests (E), 482, 504

Business and Law School Rankings (R), 725

Class Attendance and Grades (M), 680

Class Length (IE), 247-249; (E), 257

Class Seating Arrangement (CGA), 727

Class Size Paradox (M), 79

Coaching for the SAT Test (E), 288-289

College Graduates Live Longer (E), 18
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Curving Test Scores (BB), 269

Education and Sports (E), 32

Gender Bias in a Test Question (R), 312

Grade and Seat Location (E), 602

Grade Point Average (E), 423

Growth of Statistics (M), 113

Guessing on a Quiz (E), 165, 220, 221,
227-228; (R), 237

1Q of Statistics Students (E), 348, 360

1Q Scores (E), 34, 117, 266, 298, 404, 489,
553, 706; (IE), 100, 101, 261-262, 391;
(M), 94, 736; (BB), 268, 605-606; (R),
310, 311, 446, 447, (TP), 450, 511

1Q Scores of Identical Twins TP 585

1Q Scores of Statistics Professors (E),
344-345, 432; (R), 446

Learning Curve (BB), 716-717

Length of a Classroom (CGA), 380, 449,
669-670; (R), 666

Major and Gender (CGA), 670, 728

Medical School Rankings (R), 726

Multiple Choice Quiz (CR), 630

New Attendance Policy (IE), 23

Number of Classes (E), 51

Perfect SAT Score (M), 164

Predictors of Success (M), 567

Prices of College Textbooks (IE), 9

Quiz Scores (IE), 351

Ranking Colleges (CP), 675; (IE), 710-711,
712

Sample of Students (E), 33

SAT and ACT Tests (BB), 269

SAT Coaching Program (CR), 727

SAT Math Scores of Women (CR), 448

SAT Scores (E), 662-663; (CR), 668—-669

SAT Training Courses (E), 492; (BB), 494

Selecting Students (E), 165

Statistics Students Present in a Class (IE), 202

Students Suspended (IE), 13

Study Time vs. Grades (E), 18

Teacher Evaluations Correlate With Grades
M), 522

Test Scores (IE), 84; (E), 118, 650; (CR), 630

Time to Earn Bachelor’s Degree (E), 347

Engineering

Assembly of Telephone Parts (R), 446

Axial Load of an Aluminum Can (E), 424-425
Designing Aircraft Seating (DD), 315
Designing Car Dashboards (IE), 264-265
Designing Caskets (E), 267

Designing Doorways (E), 267

Designing Helmets (E), 268, 289

Designing Strobe Lights (E), 289

Electrical Current (R), 193
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Electrical Energy Consumption (E), 108
Mars Climate Orbiter (M), 739

Quality Control Engineer (E), 130
Redesign of Ejection Seats (E), 290
Seating Design (BB), 291

Solar Energy (E), 651, 706

Voltage for a Smoke Detector (IE), 203
Voltages and Currents (BB), 91

Entertainment

Ages of Oscar-Winning Actors and Ac-
tresses (CP), 41, 75; (IE), 43-46, 48, 52,
57-59, 81, 83,99, 112-115, 119-122;
(E), 55-56, 603; (BB), 68; (R), 69-70

Alcohol and Tobacco use in Movies (E), 336,
417,435, 467, 494, 505, 694; (BB), 717

Amusement Park Rides (E), 346

Boston’s Women’s Club (BB), 291

Buying a TV Audience (E), 536-537, 555

Comparing Readability (E), 507-509

Drive-In Movie Theatres (IE), 61-62; (BB),
118

Indoor Movie Theatres (E), 68, 723

Movie Critic’s Classification (R), 35

Movie Budgets and Gross (E), 535-536,
554, 564, 565,716

Movie Ratings (E), 11; (R), 34

Napster Website (IE), 13

Nielsen Rating (E), 11, 31

Number of Possible Melodies (E), 188

Reading Ease Score (R), 666

Rock Concert (R), 34

Roller Coaster (BB), 174

Routes to Rides at Disney World (IE), 182

Song Audiences and Sales (E), 535, 554,
715-716

Television Viewing (E), 10, 348

Theme Park Attendance (CR), 379

TV Ratings (R), 237

Environment

Accuracy in Forecast and Temperatures (E),
336-337,417

Air Pollution (IE), 16

Auto Pollution (R), 666-667

Car Pollution (E), 362

Crashing Meteorites (IE), 142

Daily Low Temperature (E), 49, 90, 108

Daily Precipitation (E), 49, 90, 108, 309

Earthquakes (E), 235

Everglades Temperatures (E), 423

Fires and Acres Burned (E), 537, 555

Forecast and Actual Temperatures (E), 360,
489, 491, 493, 538-539, 556, 694, 716;
(IE), 485-488

Forecast Errors (E), 348, 425, 435; (M), 542

o

High Temperatures (E), 66; (CR), 194

Incidence of Radon (E), 466—467

Monitoring Lead in Air (IE), 78, 79, 81; (E),
310, 434, 443

Old Faithful Geyser (E), 66-67, 87, 105,
494, 535, 554, 575; (CP), 515-516 (IE),
523, 524, 527-529, 544, 546, 559, 562,
567-568; (R), 582-583

Precipitation Amounts (E), 443, 467

Precipitation in Boston (E), 336, 359, 417,
467, 747, (IE), 720; (BB), 752

Radioactive Decay (E), 234

Radon in Homes (R), 36

Rainfall (E), 50, 55, 504-505, 723

Temperatures (E), 11, 309, 537, 555

Weather Data (E), 50, 55

Weather Forecast Accuracy (E), 88, 89, 106,
107

Weight of Garbage Discarded by House-
holds (R), 376

Finance

ATM Machine (E), 189

Author’s Check Amounts (E), 604

Average Annual Incomes (E), 19

Change for a Dollar (BB), 190

Choosing Personal Security Codes (M), 182

Credit Debt (E), 372; (R), 506-507

Credit Cards (E), 32, 130; (CR), 239; (R), 446

Credit Rating (E), 361, 374, 433, 442

Income Data (E), 32

Income of Full Time College Students (R),
446

Investment Performance (SW), 633

Junk Bonds (BB), 213

Late New York State Budget (R), 312; (E),
538, 556

Money Spent on New Cars in the U.S. (E),
348-349

More Stocks, Less Risks (M), 99

Personal Income (IE), 13-14; (E), 88, 106

SSN and Income (E), 532

Food/Drink

Carbohydrates in Food (CR), 312-313

Cereal (E), 87, 105

Chocolate Health Food (E), 18

Cracked Eggs (E), 188

Coke Versus Pepsi (CGA), 380, 449; (IE),
498-500

Comparing Regular and Diet Pepsi (E), 362

Filling Cans of Soda (E), 745-746

Fruitcake (R), 192

M&M’s (E), 148, 228, 300, 336, 417, 604,
651, 707; (BB), 363, 418, 423, 442, 653;
(IE), 400, 419, 427-428; (CR), 668-669



Protein Energy Bars (R), 36

Regular Coke and Diet Coke (E), 50, 55,
89-90, 107, 288

Scale for Rating Food (BB), 11

Sugar and Calories in Cereal (E), 553

Sugar in Cereal (E), 434

Sugar in Oranges (M), 355

Weights of Coke and Diet Coke (E), 483,
502, 503

Weights of Sugar Packets (R), 446

Games

California’s Fantasy 5 Lottery (IE), 179-180;
(E) 186

Casino Dice (E), 212

Drawing Cards (BB), 167

Fundamental Principle of Gambling (M), 175

How Many Shuffles? (M), 183

Is the Lottery Random? (R), 726

Jumble Puzzle (E), 188

Kentucky Pick 4 Lottery (IE), 209, 233

Loaded Die (E), 50, 55, 601

Lottery Advice (M), 161

Lotto 54 (BB), 224

Magazine Sweepstakes (E), 212

Making Cents of the Lottery (M), 181

Monty Hall Problem (BB), 179; (CGA), 194

Multiple Lottery Winners (M), 260

Picking Lottery Numbers (M), 202, 271

Pinball Scores (IE), 712-713

Racetrack Betting (M), 142

Rolling a Die (E), 187; (IE), 200
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CHAPTER PROBLEM

Six Degrees of Kevin Bacon: Did the
original study use good data?

“Six Degrees of Kevin Bacon” is a recent popular game
that involves identifying a movie actor or actress, then
linking this person with the actor Kevin Bacon. (As of
this writing, the game could be played on the Web site
www.cs.virginia.edu/oracle.) Let’s consider Richard Gere
as an example. Gere was in the movie Cotton Club with
Laurence Fishburne, who was in the movie Mystic River
with Kevin Bacon. The linkage of Gere-Fishburne—Ba-
con has two degrees of separation because the target
person is not counted. This game, developed by three
students (Craig Fass, Brian Turtle, and Mike Ginelli)
from Albright College, is a more specialized version of
the “Small World Problem,” which poses this ques-
tion: How many intermediaries (friends, relatives, and
other acquaintances) are necessary to connect any two
randomly selected people on Earth? That is, for any
two people on Earth, what is the number of degrees of
separation? This problem of connectedness has practi-
cal applications to many fields, such as those involv-
ing power grids, Internet usage, brain neurons, and the
spread of disease.

The concept of “six degrees of separation” grew
from a 1967 study conducted by psychologist Stanley
Milgram. His original finding was that two random resi-
dents in the United States are connected by an average of
six intermediaries. In his first experiment, he sent 60 let-
ters to subjects in Wichita, Kansas, and they were asked
to forward the letters to a specific woman in Cambridge,
Massachusetts. The subjects were instructed to hand

deliver the letters to acquaintances who they believed
could reach the target person either directly or through
other acquaintances. Fifty of the 60 subjects partici-
pated, and three of the letters reached the target. Two
subsequent experiments had low completion rates, but
Milgram eventually reached a 35% completion rate and
he found that for completed chains, the mean number of
intermediaries was around six. Consequently, Milgram’s
original data led to the concept referred to as “six de-
grees of separation.”

Here are two key questions: Were Milgram’s origi-
nal data good? Do Milgram’s original data justify the
concept of “six degrees of separation?” An extremely
important principle in this chapter, in this book, and in
statistics in general is that the method used to collect
sample data can make or break the validity of conclu-
sions based on the data.

Today, each of us is bombarded with surveys and
results from surveys. Some surveys collect sample data
that are helpful in accurately describing important char-
acteristics of populations. Other surveys use sample
data that have been collected in ways that condemn the
results to the growing garbage heap of misinformation.

In this chapter, we address the question about the
quality of the data in Stanley Milgram’s experiment,
and we discuss and stress the importance of collecting
data using sound methods that are likely to result in
conclusions that are valid.
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1-1 Overview

The Chapter Problem on the previous page involves a study that resulted in sample
data. A common goal of such studies is to collect data from a small part of a larger
group so that we can learn something about the larger group. This is a common and
important goal of the subject of statistics: Learn about a large group by examining
data from some of its members. In this context, the terms sample and population be-
come important. Formal definitions for these and other basic terms are given here.

bs Definitions

Data are observations (such as measurements, genders, survey responses)
that have been collected.

Statistics is a collection of methods for planning studies and experiments,
obtaining data, and then organizing, summarizing, presenting, analyzing,
interpreting, and drawing conclusions based on the data.

A population is the complete collection of all elements (scores, people,
measurements, and so on) to be studied. The collection is complete in the
sense that it includes all subjects to be studied.

A census is the collection of data from every member of the population.

A sample is a subcollection of members selected from a population.
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For example, a Gallup poll asked this of 1087 adults: “Do you have occasion to
use alcoholic beverages such as liquor, wine, or beer, or are you a total abstainer?”
The 1087 survey subjects constitute a sample, whereas the population consists of
the entire collection of all 202,682,345 adult Americans. Every 10 years, the
United States Government attempts to obtain a census of every citizen, but fails
because it is impossible to reach everyone. An ongoing controversy involves the
attempt to use sound statistical methods to improve the accuracy of the Census,
but political considerations are a key factor causing members of Congress to resist
this improvement. Perhaps some readers of this text will one day be members of
Congress with the wisdom to bring the Census into the twenty-first century.

An important activity of this book is to demonstrate how we can use sample
data to form conclusions about populations. We will see that it is extremely critical
to obtain sample data that are representative of the population from which the data
are drawn. For example, if you survey the alumni who graduated from your col-
lege by asking them to write their annual income and mail it back to you, the re-
sponses are not likely to be representative of the population of all alumni. Those
with low incomes will be less inclined to respond, and those who do respond may
be inclined to exaggerate. As we proceed through this chapter, we should focus on
these key concepts:

o Sample data must be collected in an appropriate way, such as through
a process of random selection.

o If sample data are not collected in an appropriate way, the data may
be so completely useless that no amount of statistical torturing can
salvage them.
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Above all else, we ask that you begin your study of statistics with an open
mind. Don’t assume that the study of statistics is comparable to a root canal proce-
dure. It has been the author’s experience that students are often surprised by the in-
teresting nature of statistics, and they are also surprised by the fact that they can ac-
tually master the basic principles without much difficulty, even if they have not
excelled in other mathematics courses. We are convinced that by the time you com-
plete this introductory course, you will be firm in your belief that statistics is an in-
teresting and rich subject with applications that are extensive, real, and meaningful.
We are also convinced that with regular class attendance and diligence, you will
succeed in mastering the basic concepts of statistics presented in this course.

1-2 Types of Data

Key Concept The subject of statistics is largely about using sample data to
make inferences (or generalizations) about an entire population. We should know
and understand the definitions of population, sample, parameter, and statistic be-
cause they are so basic and fundamental. We should also know the difference
between quantitative data and qualitative data. We should know that some num-
bers, such as zip codes, are not quantities in the sense that they don’t really mea-
sure or count anything. Zip codes are actually geographic locations, so it makes
no sense to perform calculations with them, such as finding an average. This sec-
tion describes different aspects of the nature of sample data, which can greatly af-
fect the statistical methods that can be used with them.

In Section 1-1 we defined the terms population and sample. The following
two terms are used to distinguish between cases in which we have data for an en-
tire population, and cases in which we have data for a sample only.

% Definitions
M A parameter is a numerical measurement describing some characteristic of a
; population.
A statistic is a numerical measurement describing some characteristic of a
sample.
L
EXAMPLES

1. Parameter: In New York City, there are 3250 walk buttons that pedestri-
ans can press at traffic intersections. It was found that 77% of those buttons
do not work (based on data from the article “For Exercise in New York Fu-
tility, Push Button” by Michael Luo, New York Times). The figure of 77% is
a parameter because it is based on the entire population of all 3250 pedes-
trian push buttons.

2. Statistic: Based on a sample of 877 surveyed executives, it is found that
45% of them would not hire someone with a typographic error on their job
application. That figure of 45% is a statistic because it is based on a sample,
not the entire population of all executives.

Types of Data 5

The State of
Statistics

The word statistics is derived
from the Latin word status
(meaning “state”). Early uses of
statistics involved compilations
of data and graphs describing
various aspects of a state or
country. In 1662, John Graunt
published statistical informa-
tion about births and deaths.
Graunt’s work was followed by
studies of mortality and disease
rates, population sizes, in-
comes, and unemployment
rates. Households, govern-
ments, and businesses rely
heavily on statistical data for
guidance. For example, unem-
ployment rates, inflation rates,
consumer indexes, and birth
and death rates are carefully
compiled on a regular basis,
and the resulting data are used
by business leaders to make
decisions affecting future hir-
ing, production levels, and ex-
pansion into new markets.
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Some data sets consist of numbers (such as heights of 66 inches and 72
inches), while others are nonnumerical (such as eye colors of green and brown).
The terms quantitative data and qualitative data are often used to distinguish
between these types.

% Definitions
; Quantitative data consist of numbers representing counts or measurements.

Q Qualitative (or categorical or attribute) data can be separated into different
= categories that are distinguished by some nonnumeric characteristic.

EXAMPLES

1. Quantitative Data: The weights of supermodels
2. Qualitative Data: The genders (male/female) of professional athletes

When working with quantitative data, it is important to use the appropriate
units of measurement, such as dollars, hours, feet, meters, and so on. We should
be especially careful to observe such references as “all amounts are in thousands
of dollars” or “all times are in hundredths of a second” or ‘“units are in
kilograms.” To ignore such units of measurement could lead to very wrong con-
clusions. NASA lost its $125 million Mars Climate Orbiter when it crashed be-
cause the controlling software had acceleration data in English units, but they
were incorrectly assumed to be in metric units.

Quantitative data can be further described by distinguishing between discrete
and continuous types.

Definitions

Discrete data result when the number of possible values is either a finite
number or a “countable” number. (That is, the number of possible values is
Oor 1 or 2 and so on.)

Continuous (numerical) data result from infinitely many possible values
that correspond to some continuous scale that covers a range of values
without gaps, interruptions or jumps.

7 (E KOV ICRE

EXAMPLES

1. Discrete Data: The numbers of eggs that hens lay are discrete data because
they represent counts.

2. Continuous Data: The amounts of milk from cows are continuous data
because they are measurements that can assume any value over a continu-
ous span. During a given time interval, a cow might yield an amount of
milk that can be any value between O gallons and 5 gallons. It would be
possible to get 2.343115 gallons because the cow is not restricted to the dis-
crete amounts of 0, 1, 2, 3, 4, or 5 gallons.
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When describing relatively smaller amounts, correct grammar dictates that we
use “fewer” for discrete amounts, and “less” for continuous amounts. For exam-
ple, it is correct to say that we drank fewer cans of cola and, in the process, we
drank /ess cola. The numbers of cans of cola are discrete data, whereas the actual
volume amounts of cola are continuous data.

Another common way of classifying data is to use four levels of measure-
ment: nominal, ordinal, interval, and ratio. In applying statistics to real problems,
the level of measurement of the data is an important factor in determining which
procedure to use. (See Figure 15-1 on page 766.) There will be some references to
these levels of measurement in this book, but the important point here is based on
common sense: Don’t do computations and don’t use statistical methods that are
not appropriate for the data. For example, it would not make sense to compute an
average of social security numbers, because those numbers are data that are used
for identification, and they don’t represent measurements or counts of anything.
For the same reason, it would make no sense to compute an average of the num-
bers sewn on the shirts of basketball players.

Ly Definition
A= The nominal level of measurement is characterized by data that consist of

(= names, labels, or categories only. The data cannot be arranged in an ordering
E scheme (such as low to high).

EXAMPLES Here are examples of sample data at the nominal level of
measurement.

1. Yes/no/undecided: Survey responses of yes, no, and undecided

2. Colors: The colors of cars driven by college students (red, black, blue,
white, magenta, mauve, and so on)

Because nominal data lack any ordering or numerical significance, they
should not be used for calculations. Numbers are sometimes assigned to the dif-
ferent categories (especially when data are coded for computers), but these num-
bers have no real computational significance and any average calculated with
them is meaningless.

5 Definition
A= Data are at the ordinal level of measurement if they can be arranged in
E some order, but differences between data values either cannot be determined

E or are meaningless.

EXAMPLES Here are examples of sample data at the ordinal level of
measurement.

1. Course Grades: A college professor assigns grades of A, B, C, D, or F.
These grades can be arranged in order, but we can’t determine differences
continued

Types of Data 7

Measuring
Disobedience

How are data collected about
something that doesn’t seem to
be measurable, such as peo-
ple’s level of disobedience?
Psychologist Stanley Milgram
devised the following experi-
ment: A researcher instructed a
volunteer subject to operate a
control board that gave increas-
ingly painful “electrical
shocks” to a third person.
Actually, no real shocks were
given, and the third person was
an actor. The volunteer began
with 15 volts and was
instructed to increase the
shocks by increments of 15
volts. The disobedience level
was the point at which the sub-
ject refused to increase the
voltage. Surprisingly, two-
thirds of the subjects obeyed
orders even though the actor
screamed and faked a heart
attack.
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between such grades. For example, we know that A is higher than B (so
there is an ordering), but we cannot subtract B from A (so the difference
cannot be found).

2. Ranks: Based on several criteria, a magazine ranks cities according to
their “livability.” Those ranks (first, second, third, and so on) determine an
ordering. However, the differences between ranks are meaningless. For ex-
ample, a difference of “second minus first” might suggest 2 — 1 = 1, but
this difference of 1 is meaningless because it is not an exact quantity that
can be compared to other such differences. The difference between the first
city and the second city is not the same as the difference between the sec-
ond city and the third city. Using the magazine rankings, the difference be-
tween New York City and Boston cannot be quantitatively compared to the
difference between St. Louis and Philadelphia.

Ordinal data provide information about relative comparisons, but not the
magnitudes of the differences. Usually, ordinal data should not be used for calcu-
lations such as an average, but this guideline is sometimes violated (such as when
we use letter grades to calculate a grade-point average).

5 Definition

‘= The interval level of measurement is like the ordinal level, with the addi-
(& tional property that the difference between any two data values is meaningful.
However, data at this level do not have a natural zero starting point (where
none of the quantity is present).
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EXAMPLES The following examples illustrate the interval level of mea-
surement.

1. Temperatures: Body temperatures of 98.2°F and 98.6°F are examples of
data at this interval level of measurement. Those values are ordered, and we
can determine their difference of 0.4°F. However, there is no natural starting
point. The value of 0°F might seem like a starting point, but it is arbitrary
and does not represent the total absence of heat. Because 0°F is not a natural
zero starting point, it is wrong to say that 50°F is twice as hot as 25°F.

2. Years: The years 1000, 2008, 1776, and 1492. (Time did not begin in the
year 0, so the year O is arbitrary instead of being a natural zero starting point
representing “no time.”)

b= Definition

The ratio level of measurement is the interval level with the additional
property that there is also a natural zero starting point (where zero indicates
that none of the quantity is present). For values at this level, differences and
ratios are both meaningful.

avgam
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EXAMPLES The following are examples of data at the ratio level of mea-
surement. Note the presence of the natural zero value, and note the use of
meaningful ratios of “twice” and “three times.”

1. Weights: Weights (in carats) of diamond engagement rings (0 does repre-
sent no weight, and 4 carats is twice as heavy as 2 carats.)

2. Prices: Prices of college textbooks ($0 does represent no cost, and a $90
book is three times as costly as a $30 book).

This level of measurement is called the ratio level because the zero starting
point makes ratios meaningful. Among the four levels of measurement, most
difficulty arises with the distinction between the interval and ratio levels. Hint:
To simplify that distinction, use a simple “ratio test”: Consider two quantities
where one number is twice the other, and ask whether “twice” can be used to
correctly describe the quantities. Because a 200-1b weight is twice as heavy as a
100-1b weight, but 50°F is not twice as hot as 25°F, weights are at the ratio level
while Fahrenheit temperatures are at the interval level. For a concise compari-
son and review, study Table 1-1 for the differences among the four levels of
measurement.

Types of Data

Data cannot be
arranged in an
ordering scheme.

starting point

Table 1-1 Levels of Measurement of Data
Level Summary Example
Nominal Categories only. Student states:

5 Californians
20 Texans
40 New Yorkers

Ordinal Categories are Student cars:
ordered, but
differences can’t 5 compact
be found or 20 mid-size
are meaningless. 40 full size

Interval Differences are Campus
meaningful, but temperatures:
there is no natural 5°F
zero starting point 20°F
and ratios are 40°F
meaningless.

Ratio There is a natural zero Student commuting

distances:

and ratios are 5mi
meaningful. 20 mi
40 mi

Categories or
names only.

An order is
determined by
“compact,

} mid-size,

full-size.”

0°F doesn’t mean
“no heat.”

40°F is not twice
as hot as 20°F.

40 mi is twice
as far as 20 miles.
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1-2 BASIC SKILLS AND CONCEPTS

Statistical Literacy and Critical Thinking

1.
2.

Parameter and Statistic What is the difference between a parameter and a statistic?

Qualitative/Quantitative Data What is the difference between qualitative data and
quantitative data?

Discrete/Continuous Data What is the difference between discrete data and continu-
ous data?

Continuous/Quantitative Data If an experiment results in data that are continuous in
nature, must the data also be quantitative, or can they be qualitative?

In Exercises 5-8, determine whether the given value is a statistic or a parameter.

5.

Household Size A sample of households is selected and the average (mean) number
of people per household is 2.58 (based on data from the U.S. Census Bureau).

Politics Currently, 42% of the governors of the 50 United States are Democrats.

Titanic In a study of all 2223 passengers aboard the Titanic, it is found that 706 sur-
vived when it sank.

Television Viewing A sample of Americans is selected and the average (mean)
amount of time watching television is 4.6 hours per day.

In Exercises 9—12, determine whether the given values are from a discrete or continuous
data set.

9.

10.

11.
12.

Mail Experiment In the Chapter Problem, it was noted that when 50 letters were sent
as part of an experiment, three of them arrived at the target address.

Pedestrian Buttons In New York City, there are 3250 walk buttons that pedestrians
can press at traffic intersections, and 2500 of them do not work (based on data from
the article “For Exercise in New York Futility, Push Button,” by Michael Luo, New
York Times).

Penny Weights The mean weight of pennies currently being minted is 2.5 grams.

Gun Ownership In a survey of 1059 adults, it is found that 39% of them have guns in
their homes (based on a Gallup poll).

In Exercises 13-20, determine which of the four levels of measurement (nominal, ordinal,
interval, ratio) is most appropriate.

13.
14.

15.
16.

17.
18.

Marathon Numbers on shirts of marathon runners

Consumer Product Consumer Reports magazine ratings of “best buy, recommended,
not recommended”

SSN Social Security Numbers

Drinking Survey The number of “yes” responses received when 500 students are
asked if they have ever done binge drinking in college

Cicadas The years of cicada emergence: 1936, 1953, 1970, 1987, and 2004

Women Executives Salaries of women who are chief executive officers of corporations
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20.
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Ratings Movie ratings of one star, two stars, three stars, or four stars

Temperatures The current temperatures in the 50 state capitol cities

In Exercises 21-24, identify the (a) sample and (b) population. Also, determine whether
the sample is likely to be representative of the population.

21.

22,

23.

24,

Research Project A political scientist randomly selects 25 of the 100 Senators cur-
rently serving in Congress, then finds the lengths of time that they have served.

Nielsen Rating During the Superbowl game, a survey of 5108 randomly selected
households finds that 44% of them have television sets tuned to the Superbowl (based
on data from Nielsen Media Research).

Gun Ownership In a Gallup poll of 1059 randomly selected adults, 39% answered
“yes” when asked “Do you have a gun in your home?”

Mail Survey A graduate student at the University of Newport conducts a research
project about communication. She mails a survey to all of the 500 adults that she
knows. She asks them to mail back a response to this question: “Do you prefer to use
e-mail or snail mail (the U.S. Postal Service)?”” She gets back 65 responses, with 42 of
them indicating a preference for snail mail.

1-2 BEYOND THE BASICS

25.

26.

27.

Interpreting Temperature Increase In the “Born Loser” cartoon strip by Art Sansom,
Brutus expresses joy over an increase in temperature from 1° to 2°. When asked what
is so good about 2°, he answers that “It’s twice as warm as this morning.” Explain
why Brutus is wrong yet again.

Interpreting Political Polling A pollster surveys 200 people and asks them their pref-
erence of political party. He codes the responses as 0 (for Democrat), 1 (for Republi-
can), 2 (for Independent), or 3 (for any other responses). He then calculates the aver-
age (mean) of the numbers and gets 0.95. How can that value be interpreted?

Scale for Rating Food A group of students develops a scale for rating the quality of
the cafeteria food, with O representing “neutral: not good and not bad.” Bad meals are
given negative numbers and good meals are given positive numbers, with the magni-
tude of the number corresponding to the severity of badness or goodness. The first
three meals are rated as 2, 4, and —5. What is the level of measurement for such rat-
ings? Explain your choice.

1-3 Critical Thinking

Key Concept Success in the introductory statistics course typically requires
more common sense than mathematical expertise (despite Voltaire’s warning
that “common sense is not so common’’). Because we now have access to calcu-
lators and computers, modern applications of statistics no longer require us to
master complex algorithms of mathematical manipulations. Instead, we can
focus on interpretation of data and results. This section is designed to illustrate

Critical Thinking

11
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how common sense is used when we think critically about data and statistics. In
this section, instead of memorizing specific methods or procedures, focus on
thinking and using common sense in analyzing data. Know that when sample
data are collected in an inappropriate way, such as using a voluntary response
sample (defined later in this section), no statistical methods will be capable of
producing valid results.

About a century ago, statesman Benjamin Disraeli famously said, “There
are three kinds of lies: lies, damned lies, and statistics.” It has also been said that
“figures don’t lie; liars figure.” Historian Andrew Lang said that some people
use statistics “as a drunken man uses lampposts—for support rather than illumi-
nation.” Political cartoonist Don Wright encourages us to “bring back the mys-
tery of life: lie to a pollster.” Author Franklin P. Jones wrote that “statistics can
be used to support anything—especially statisticians.” In Esar’s Comic Dictio-
nary we find the definition of a statistician to be “a specialist who assembles
figures and then leads them astray.” These statements refer to instances in which
methods of statistics were misused in ways that were ultimately deceptive.
There are two main sources of such deception: (1) evil intent on the part of dis-
honest persons; (2) unintentional errors on the part of people who don’t know
any better. Regardless of the source, as responsible citizens and as more valu-
able professional employees, we should have a basic ability to distinguish
between statistical conclusions that are likely to be valid and those that are
seriously flawed.

To keep this section in proper perspective, know that this is not a book about
the misuses of statistics. The remainder of this book will be full of very meaning-
ful uses of valid statistical methods. We will learn general methods for using sam-
ple data to make important inferences about populations. We will learn about polls
and sample sizes. We will learn about important measures of key characteristics of
data. Along with the discussions of these general concepts, we will see many spe-
cific real applications, such as the effects of secondhand smoke, the prevalence of
alcohol and tobacco in cartoon movies for children, and the quality of consumer
products including M&M candies, cereals, Coke, and Pepsi. But even in those
meaningful and real applications, we must be careful to correctly interpret the
results of valid statistical methods.

We begin our development of critical thinking by considering bad samples.
These samples are bad in the sense that the sampling method dooms the sample so
that it is likely to be biased (not representative of the population from which it has
been obtained). In the next section we will discuss in more detail the methods of
sampling, and the importance of randomness will be described. The first example
below describes a sampling procedure that seriously lacks the randomness that is
so important. The following definition refers to one of the most common and most
serious misuses of statistics.

5 Definition
L A voluntary response sample (or self-selected sample) is one in which the

; respondents themselves decide whether to be included.
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For example, Newsweek magazine ran a survey about the controversial Napster
Web site, which had been providing free access to copying music CDs. Readers
were asked this question: “Will you still use Napster if you have to pay a fee?”
Readers could register their responses on the Web site newsweek.msnbc.com.
Among the 1873 responses received, 19% said yes, it is still cheaper than buying
CDs. Another 5% said yes, they felt more comfortable using it with a charge. When
Newsweek or anyone else runs a poll on the Internet, individuals decide themselves
whether to participate, so they constitute a voluntary response sample. But people
with strong opinions are more likely to participate, so the responses are not repre-
sentative of the whole population. Here are common examples of voluntary re-
sponse samples which, by their very nature, are seriously flawed in the sense that
we should not make conclusions about a population based on such a biased sample:

¢ Polls conducted through the Internet, where subjects can decide whether to
respond

e Mail-in polls, where subjects can decide whether to reply

o Telephone call-in polls, where newspaper, radio, or television announce-
ments ask that you voluntarily pick up a phone and call a special number to
register your opinion

With such voluntary response samples, valid conclusions can be made only about
the specific group of people who chose to participate, but a common practice is to
incorrectly state or imply conclusions about a larger population. From a statistical
viewpoint, such a sample is fundamentally flawed and should not be used for
making general statements about a larger population.

Small Samples Conclusions should not be based on samples that are far too
small. As one example, the Children’s Defense Fund published Children Out of
School in America in which it was reported that among secondary school students
suspended in one region, 67% were suspended at least three times. But that figure
is based on a sample of only three students! Media reports failed to mention that
this sample size was so small. (We will see in Chapters 7 and 8 that we can
sometimes make some valuable inferences from small samples, but we should be
careful to verify that the necessary requirements are satisfied.)

Sometimes a sample might seem relatively large (as in a survey of “2000 ran-
domly selected adult Americans”), but if conclusions are made about subgroups,
such as the 21-year-old male Republicans from Pocatello, such conclusions might
be based on samples that are too small. Although it is important to have a sample
that is sufficiently large, it is just as important to have sample data that have been
collected in an appropriate way, such as random selection. Even large samples can
be bad samples.

Graphs Graphs—such as bar graphs and pie charts—can be used to exaggerate
or understate the true nature of data. (In Chapter 2 we discuss a variety of different
graphs.) The two graphs in Figure 1-1 depict the same data obtained from the U.S.
Bureau of Economic Analysis, but part (b) is designed to exaggerate the differ-
ence between the personal income per capita in California and its neighboring
state of Nevada. By not starting the horizontal axis at zero, the graph in part (b)

Critical Thinking 13

The Literary
Digest Poll

In the 1936 presidential race,
Literary Digest magazine ran a
poll and predicted an Alf
Landon victory, but Franklin D.
Roosevelt won by a landslide.
Maurice Bryson notes, “Ten
million sample ballots were
mailed to prospective voters,
but only 2.3 million were
returned. As everyone ought to
know, such samples are
practically always biased.” He
also states, “Voluntary response
to mailed questionnaires is
perhaps the most common
method of social science data
collection encountered by
statisticians, and perhaps also
the worst.” (See Bryson’s “The
Literary Digest Poll: Making of
a Statistical Myth,” The Ameri-
can Statistician, Vol. 30, No. 4.)
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Comparison of California
and Nevada: Personal Income
Per Capita
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tends to produce a misleading subjective impression, causing readers to incor-
rectly believe that the difference is much greater than it really is. Figure 1-1
carries this important lesson: To correctly interpret a graph, we should analyze
the numerical information given in the graph, so that we won’t be misled by its
general shape.

Pictographs Drawings of objects, called pictographs, may also be misleading.
Some objects commonly used to depict data include three-dimensional objects, such
as moneybags, stacks of coins, army tanks (for military expenditures), barrels (for
oil production), and houses (for home construction). When drawing such objects,
artists can create false impressions that distort differences. If you double each side
of a square, the area doesn’t merely double; it increases by a factor of four. If you
double each side of a cube, the volume doesn’t merely double; it increases by a fac-
tor of eight. See Figure 1-2, where part (a) is drawn to correctly depict the relation-
ship between the daily oil consumption of the United States and Japan. In Figure 1-2(a),
it appears that the United States consumes roughly four times as much oil as Japan.
However, part (b) of Figure 1-2 is drawn using barrels, with each dimension drawn in
proportion to the actual amounts. See that Figure 1-2(b) grossly exaggerates the differ-
ence by creating the false impression that U.S. oil consumption appears to be roughly
50 times that of Japan.

Percentages Misleading or unclear percentages are sometimes used. If you take
100% of some quantity, you are taking it all. (It shouldn’t require a 110% effort to
make sense of the preceding statement.) In referring to lost baggage, Continental
Airlines ran ads claiming that this was “an area where we’ve already improved
100% in the last six months.” In an editorial criticizing this statistic, the New York
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in proportion to the actual amounts of oil consumption. whose sole job is to foster it.” He
cites an example of the New York

Times correctly interpreted the 100% improvement figure to mean that no baggage Times reporting about an esti-

is now being lost—an accomplishment not yet enjoyed by Continental Airlines.
The following are a few of the key principles to be applied when dealing with
percentages. These principles all use the basic notion that % or “percent” really counterfeit goods each year.
means “divided by 100.” The first principle will be used often in this book. Okrant writes that “quick
arithmetic would have demon-
strated that $23 billion would

mate of more than $23 billion
that New Yorkers spend for

o Percentage of: To find some percentage of an amount, drop the % symbol
and divide the percentage value by 100, then multiply. This example shows

that 6% of 1200 is 72: work out to roughly $8000 per
6 city household, a number ludi-
6% of 1200 responses = 100 X 1200 = 72 crous on its face.”

o Fraction — Percentage: To convert from a fraction to a percentage, di-
vide the denominator into the numerator to get an equivalent decimal num-
ber, then multiply by 100 and affix the % symbol. This example shows that
the fraction 3/4 is equivalent to 75%:

% =0.75 — 0.75 X 100% = 75%

e Decimal — Percentage: To convert from a decimal to a percentage, mul-
tiply by 100%. This example shows that 0.250 is equivalent to 25.0%:

0.250 — 0.250 X 100% = 25.0%

o Percentage — Decimal: To convert from a percentage to a decimal num-
ber, delete the % symbol and divide by 100. This example shows that 85%
is equivalent to 0.85:

85
85% = — = 0.85
’ 7100
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Detecting Phony
Data

A class is given the homework
assignment of recording the re-
sults when a coin is tossed

500 times. One dishonest stu-
dent decides to save time by
just making up the results in-
stead of actually flipping a
coin. Because people generally
cannot make up results that are
really random, we can often
identify such phony data. With
500 tosses of an actual coin, it
is extremely likely that you
will get a run of six heads or
six tails, but people almost
never include such a run when
they make up results.

Another way to detect
fabricated data is to establish
that the results violate Benford’s
law: For many collections of
data, the leading digits are not
uniformly distributed. Instead,
the leading digits of 1,2,...,9
occur with rates of 30%, 18%,
12%, 10%, 8%, 7%, 6%, 5%,
and 5%, respectively. (See “The
Difficulty of Faking Data” by
Theodore Hill, Chance, Vol. 12,
No. 3.)

Introduction to Statistics

Loaded Questions There are many issues affecting survey questions. Survey
questions can be “loaded” or intentionally worded to elicit a desired response. See
the actual “yes” response rates for the different wordings of a question:

97% yes: “Should the President have the line item veto to eliminate waste?”’
57% yes: “Should the President have the line item veto, or not?”

In The Superpolisters, David W. Moore describes an experiment in which differ-
ent subjects were asked if they agree with the following statements:

¢ Too little money is being spent on welfare.
¢ Too little money is being spent on assistance to the poor.

Even though it is the poor who receive welfare, only 19% agreed when the word
“welfare” was used, but 63% agreed with “assistance to the poor.”

Order of Questions Sometimes survey questions are unintentionally loaded
by such factors as the order of the items being considered. See these questions
from a poll conducted in Germany:

e Would you say that traffic contributes more or less to air pollution than
industry?

e Would you say that industry contributes more or less to air pollution than
traffic?

When traffic was presented first, 45% blamed traffic and 27% blamed industry;
when industry was presented first, 24% blamed traffic and 57% blamed industry.

Nonresponse A nonresponse occurs when someone either refuses to re-
spond to a survey question, or the person is unavailable. When people are
asked survey questions, some firmly refuse to answer. The refusal rate has been
growing in recent years, partly because many persistent telemarketers try to
sell goods or services by beginning with a sales pitch that initially sounds like
it is part of an opinion poll. (This “selling under the guise” of a poll is often
called sugging.) In Lies, Damn Lies, and Statistics, author Michael Wheeler
correctly observes that “people who refuse to talk to pollsters are likely to be
different from those who do not. Some may be fearful of strangers and others
jealous of their privacy, but their refusal to talk demonstrates that their view of
the world around them is markedly different from that of those people who will
let poll-takers into their homes.”

Missing Data Results can sometimes be dramatically affected by missing data.
Sometimes sample data values are missing completely at random, meaning that
the chance of being missing is completely unrelated to its values or other values.
However, some data are missing because of special factors, such as the tendency
of people with low incomes to be less likely to report their incomes. It is well
known that the U.S. Census suffers from missing people, and the missing people
are often from the homeless or low income groups. In years past, surveys con-
ducted by telephone were often misleading because they suffered from missing
people who were not wealthy enough to own telephones.
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Correlation and Causality In Chapter 10 of this book we will discuss the statis-
tical association between two variables, such as wealth and IQ. We will use the term
correlation to indicate that the two variables are related. However, in Chapter 10 we
make this important point: Correlation does not imply causality. This means that
when we find a statistical association between two variables, we cannot conclude that
one of the variables is the cause of (or directly affects) the other variable. If we find a
correlation between wealth and 1Q, we cannot conclude that a person’s 1Q directly af-
fects his or her wealth, and we cannot conclude that a person’s wealth directly affects
his or her IQ score. It is quite common for the media to report about a newfound cor-
relation with wording that directly indicates or implies that one of the variables is the
cause of the other.

Self-Interest Study Studies are sometimes sponsored by parties with interests
to promote. For example, Kiwi Brands, a maker of shoe polish, commissioned a
study that resulted in this statement printed in some newspapers: “According to a
nationwide survey of 250 hiring professionals, scuffed shoes was the most com-
mon reason for a male job seeker’s failure to make a good first impression.” We
should be very wary of such a survey in which the sponsor can enjoy monetary
gains from the results. Of growing concern in recent years is the practice of phar-
maceutical companies to pay doctors who conduct clinical experiments and report
their results in prestigious journals, such as the Journal of the American Medical
Association.

Precise Numbers “There are now 103,215,027 households in the United
States.” Because that figure is very precise, many people incorrectly assume that
it is also accurate. In this case, that number is an estimate and it would be better to
state that the number of households is about 103 million.

Partial Pictures “Ninety percent of all our cars sold in this country in the last
10 years are still on the road.” Millions of consumers heard that commercial mes-
sage and didn’t realize that 90% of the cars the advertiser sold in this country were
sold within the last three years, so most of those cars on the road were quite new.
The claim was technically correct, but it was very misleading in not presenting the
complete results.

Deliberate Distortions In the book Tainted Truth, Cynthia Crossen cites an
example of the magazine Corporate Travel that published results showing that
among car rental companies, Avis was the winner in a survey of people who rent
cars. When Hertz requested detailed information about the survey, the actual sur-
vey responses disappeared and the magazine’s survey coordinator resigned. Hertz
sued Avis (for false advertising based on the survey) and the magazine; a settle-
ment was reached.

In addition to the cases cited above, there are many other misuses of statistics.
Some of those other cases can be found in books such as Darrell Huff’s classic
How to Lie with Statistics, Robert Reichard’s The Figure Finaglers, and Cynthia
Crossen’s Tainted Truth. Understanding these practices will be extremely helpful
in evaluating the statistical data found in everyday situations.
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Publication Bias

There is a “publication bias” in
professional journals. It is the
tendency to publish positive
results (such as showing that
some treatment is effective)
much more often than negative
results (such as showing that
some treatment has no effect).
In the article “Registering
Clinical Trials” (Journal of the
American Medical Association,
Vol. 290, No. 4), authors Kay
Dickersin and Drummond
Rennie state that “the result of
not knowing who has per-
formed what (clinical trial) is
loss and distortion of the evi-
dence, waste and duplication of
trials, inability of funding agen-
cies to plan, and a chaotic sys-
tem from which only certain
sponsors might benefit, and is
invariably against the interest
of those who offered to partic-
ipate in trials and of patients in
general.” They support a pro-
cess in which all clinical trials
are registered in one central
system.
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1-3 BASIC SKILLS AND CONCEPTS

Statistical Literacy and Critical Thinking

1.

Voluntary Response Sample What is a voluntary response sample, and why is it gen-
erally unsuitable for methods of statistics?

. Correlation and Causality If we conduct a statistical analysis and find that there is a

correlation (or an association) between the lengths of time spent studying and the
grades in different courses, can we conclude that more study time causes higher
grades? Why or why not?

. Nonresponses A researcher determines that he needs results from at least 300 sub-

jects to conduct a study. In order to compensate for low return rates, he mails a survey
to 10,000 subjects and receives 320 responses. Is his sample of 320 responses a good
sample?

. Loaded Question The phone rings and an automated voice asks whether you are will-

ing to vote for a candidate “with a long history of raising taxes and wasting taxpayer
money.” Assuming that the calls are made to randomly selected voters, are the results
likely to reflect the preference that voters have for this candidate? Why or why not?

In Exercises 5-8, use critical thinking to develop an alternative conclusion. For example,

consider a media report that BMW cars cause people to be healthy, because people who

drive BMW cars are found to have better health than those who do not. The conclusion

that BMW cars cause better health is probably wrong. Here is a better conclusion: BMW

drivers tend to be wealthier than other adults, and greater wealth is associated with bet-
ter health.

S.

Height and Exercise Based on a study of heights of men and women who play bas-
ketball, a researcher concludes that the exercise from playing basketball causes peo-
ple to grow taller.

College Graduates Live Longer Based on a study showing that college graduates
tend to live longer than those who do not graduate from college, a researcher con-
cludes that studying causes people to live longer.

Racial Profiling? A study showed that in Orange County, more speeding tickets were
issued to minorities than to whites. Conclusion: In Orange County, minorities speed
more than whites.

Cold Remedy In a study of cold symptoms, every one of the study subjects with a
cold was found to be improved two weeks after taking ginger pills. Conclusion:
Ginger pills cure colds.

In Exercises 9-20, use critical thinking to address the key issue.

9.

Chocolate Health Food The New York Times published an article that included these
statements: “At long last, chocolate moves toward its rightful place in the food pyra-
mid, somewhere in the high-tone neighborhood of red wine, fruits and vegetables,
and green tea. Several studies, reported in the Journal of Nutrition, showed that after
eating chocolate, test subjects had increased levels of antioxidants in their blood.
Chocolate contains flavonoids, antioxidants that have been associated with de-
creased risk of heart disease and stroke. Mars Inc., the candy company, and the
Chocolate Manufacturers Association financed much of the research.” What is
wrong with this study?
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11.

12.

13.

14.

15.

16.

17.

18.

19.
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Census Data After the last national census was conducted, the Poughkeepsie Journal
ran this front-page headline: “281,421,906 in America.” What is wrong with this
headline?

Mail Survey When author Shere Hite wrote Woman and Love: A Cultural Revolution
in Progress, she based conclusions on 4500 replies that she received after mailing
100,000 questionnaires to various women’s groups. Are her conclusions likely to be
valid in the sense that they can be applied to the general population of all women?
Why or why not?

“900” Numbers In an ABC “Nightline” poll, 186,000 viewers each paid 50 cents to
call a “900” telephone number with their opinion about keeping the United Nations in
the United States. The results showed that 67% of those who called were in favor of
moving the United Nations out of the United States. Interpret the results by identify-
ing what we can conclude about the way the general population feels about keeping
the United Nations in the United States.

Conducting Surveys You plan to conduct a survey to find the percentage of people in
your state who can name the Lieutenant Governor, who plans to run for the United
States Senate. You obtain addresses from telephone directories and you mail a survey
to 850 randomly selected people. What is wrong with using the telephone directory as
the source of survey subjects?

Pictographs Taxes in Newport have doubled over the past 10 years, and a candidate
for mayor wants to construct a graph that emphasizes that point. She represents taxes
10 years ago by using a box with a width, length, and height all equal to 1 inch. She
then doubles each dimension to show a larger box representing taxes now. What is the
volume of the smaller box? What is the volume of the larger box? Does this picto-
graph correctly depict the relationship between taxes 10 years ago and taxes now?

Motorcycle Helmets The Hawaii State Senate held hearings when it was considering
a law requiring that motorcyclists wear helmets. Some motorcyclists testified that
they had been in crashes in which helmets would not have been helpful. Which im-
portant group was not able to testify? (See “A Selection of Selection Anomalies,” by
‘Wainer, Palmer, and Bradlow in Chance, Vol. 11, No. 2.)

Merrill Lynch Client Survey The author received a survey from the investment firm
of Merrill Lynch. It was designed to gauge his satisfaction as a client, and it had spe-
cific questions for rating the author’s personal Financial Consultant. The cover letter
included this statement: “Your responses are extremely valuable to your Financial
Consultant, Russell R. Smith, and to Merrill Lynch. . . . We will share your name and
response with your Financial Consultant.” What is wrong with this survey?

Average of Averages An economist randomly selects 10 wage earners from each of
the 50 states. For each state, he finds the average of the annual incomes, and he then
adds those 50 values and divides by 50. Is the result likely to be a good estimate of the
average (mean) of all wage earners in the United States? Why or why not?

Bad Question A survey includes this item: “Enter your height in inches.” It is ex-
pected that actual heights of respondents can be obtained and analyzed, but there are
two different major problems with this item. Identify them.

Number of Household Members You need to conduct a study to determine the average
size of a household in your state. You collect data consisting of the number of brothers
and sisters from students at your college. What group of households is missed by this
approach? Will the results be representative of all households in the state?

Critical Thinking
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20.

SIDS In a letter to the editor in the New York Times, Moorestown, New Jersey, resi-
dent Jean Mercer criticized the statement that “putting infants in the supine position
has decreased deaths from SIDS.” SIDS refers to sudden infant death syndrome, and
the supine position is lying on the back with the face upward. She suggested that this
statement is better: “Pediatricians advised the supine position during a time when the
SIDS rate fell.” What is wrong with saying that the supine position decreased deaths
from SIDS?

Percentages. In Exercises 21-26, answer the given questions that relate to percentages.

21.

22,

23.

24.

25.

26.

Percentages

a. Convert the fraction 3/20 to an equivalent percentage.
b. Convert 56.7% to an equivalent decimal.

c. What is 34% of 500?

d. Convert 0.789 to an equivalent percentage.

Percentages

a. Whatis 15% of 620?

b. Convert 5% to an equivalent decimal.

c. Convert 0.01 to an equivalent percentage.

d. Convert the fraction 987/1068 to an equivalent percentage. Express the answer to
the nearest tenth of a percent.

Percentages in a Gallup Poll

a. In a Gallup poll, 52% of 1038 surveyed adults said that secondhand smoke is “very
harmful.” What is the actual number of adults who said that secondhand smoke is
“very harmful”?

b. Among the 1038 surveyed adults, 52 said that secondhand smoke is “not at all
harmful.” What is the percentage of people who chose “not at all harmful?

Percentages in a Study of Lipitor

a. In a study of the cholesterol drug Lipitor, 270 patients were given a placebo, and
19 of those 270 patients reported headaches. What percentage of this placebo
group reported headaches?

b. Among the 270 patients in the placebo group, 3.0% reported back pains. What is
the actual number of patients who reported back pains?

Percentages in Campus Crime In a study on college campus crimes committed by
students high on alcohol or drugs, a mail survey of 1875 students was conducted. A
USA Today article noted, “Eight percent of the students responding anonymously say
they’ve committed a campus crime. And 62% of that group say they did so under the
influence of alcohol or drugs.” Assuming that the number of students responding
anonymously is 1875, how many actually committed a campus crime while under the
influence of alcohol or drugs?

Percentages in the Media and Advertising

a. A New York Times editorial criticized a chart caption that described a dental rinse as
one that “reduces plaque on teeth by over 300%.” What is wrong with that statement?

b. In the New York Times Magazine, a report about the decline of Western investment
in Kenya included this: “After years of daily flights, Lufthansa and Air France had
halted passenger service. Foreign investment fell 500 percent during the 1990°s.”
What is wrong with this statement?

c. In an ad for the Club, a device used to discourage car thefts, it was stated that “The
Club reduces your odds of car theft by 400%.” What is wrong with this statement?
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1-3 BEYOND THE BASICS

27. Falsifying Data A researcher at the Sloan-Kettering Cancer Research Center was once
criticized for falsifying data. Among his data were figures obtained from 6 groups of
mice, with 20 individual mice in each group. These values were given for the per-
centage of successes in each group: 53%, 58%, 63%, 46%, 48%, 67%. What is the
major flaw?

28. What’s Wrong with This Picture? Try to identify four major flaws in the following. A
daily newspaper ran a survey by asking readers to call in their response to this ques-
tion: “Do you support the development of atomic weapons that could kill millions of
innocent people?” It was reported that 20 readers responded and 87% said “no” while
13% said “yes.”

% 1-4 Design of Experiments

Key Concept This section contains much information and many definitions.
Among all of the definitions, the concept of a simple random sample is particu-
larly important for its role throughout the remainder of this book and for its role in
statistics in general, so be sure to understand that particular definition quite well.
Also, clearly understand that the method used to collect data is absolutely and crit-
ically important. Recognize that when designing experiments, great thought and
care are required to ensure valid results.

If sample data are not collected in an appropriate way, the data may
be so completely useless that no amount of statistical torturing can
salvage them.

Statistical methods are driven by data. We typically obtain data from two dis-
tinct sources: observational studies and experiments.

Q Definitions
In an observational study, we observe and measure specific characteristics,
but we don’t attempt to modify the subjects being studied.

In an experiment, we apply some treatment and then proceed to observe its
effects on the subjects. (Subjects in experiments are called experimental
units.)

&/ A

Types of Observational Studies A Gallup poll is a good example of an ob-
servational study, whereas a clinical trial of the drug Lipitor is a good example of
an experiment. The Gallup poll is observational in the sense that we merely ob-
serve people (often through interviews) without modifying them in any way. But
the clinical trial of Lipitor involves treating some people with the drug, so the
treated people are modified. There are different types of observational studies, as
illustrated in Figure 1-3. These terms, commonly used in many different profes-
sional journals, are defined below.
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Definitions
In a cross-sectional study, data are observed, measured, and collected at one
point in time.
In a retrospective (or case-control) study, data are collected from the past
by going back in time (through examination of records, interviews, and
SO on).

In a prospective (or longitudinal or cohort) study, data are collected in the
future from groups sharing common factors (called cohorts).




1-4 Design of Experiments 23

There is an important distinction between the sampling done in retrospective and
prospective studies. In retrospective studies we go back in time to collect data
about the resulting characteristic that is of concern, such as a group of drivers who
died in car crashes and another group of drivers who did not die in car crashes. In
prospective studies we go forward in time by following groups with a potentially
causative factor and those without it, such as a group of drivers who use cell
phones and a group of drivers who do not use cell phones.

The above three definitions apply to observational studies, but we now shift
our focus to experiments. Results of experiments are sometimes ruined because of
confounding.

E Definition
A= Confounding occurs in an experiment when you are not able to distinguish
= among the effects of different factors.

Try to plan the experiment so that confounding does not occur.

FLFO)

For example, suppose a Vermont professor experiments with a new attendance
policy (“your course average drops one point for each class cut”), but an excep-
tionally mild winter lacks the snow and cold temperatures that have hindered at-
tendance in the past. If attendance does get better, we can’t determine whether the
improvement is attributable to the new attendance policy or to the mild winter.
The effects of the attendance policy and the weather have been confounded. It is
generally very important to control the effects of variables. In addition to con-
founding, experiments can also be ruined by other factors, such as failure to col-
lect a sample that is representative of the population. In general, great care and ex-
tensive planning are required in planning experiments. Figure 1-3 shows that the
following are three very important considerations in the design of experiments:

1. Control the effects of variables.
2. Use replication.
3. Use randomization.

We will now focus on the role that these three factors have in the design of
experiments.

Controlling Effects of Variables

Figure 1-3 shows that one of the key elements in the design of experiments is con-
trolling effects of variables. We can gain that control by using such devices as
blinding, a randomized block design, a completely randomized experimental de-
sign, or a rigorously controlled experimental design, described as follows.

Blinding 1In 1954, a massive experiment was designed to test the effectiveness of
the Salk vaccine in preventing the polio that killed or paralyzed thousands of chil-
dren. In that experiment, a treatment group was given the actual Salk vaccine, while
a second group was given a placebo that contained no drug at all. In experiments

] STATISTICS

IN THE NEWS

Clinical Trials vs.
Observational
Studies

In a New York Times article
about hormone therapy for
women, reporter Denise Grady
wrote about a report of treat-
ments tested in randomized
controlled trials. She stated
that “Such trials, in which pa-
tients are assigned at random
to either a treatment or a
placebo, are considered the
gold standard in medical re-
search. By contrast, the ob-
servational studies, in which
patients themselves decide
whether to take a drug, are
considered less reliable. . . .
Researchers say the observa-
tional studies may have
painted a falsely rosy picture
of hormone replacement be-
cause women who opt for the
treatments are healthier and
have better habits to begin
with than women who do

”

not.
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Hawthorne and
Experimenter
Effects

The well-known placebo effect
occurs when an untreated
subject incorrectly believes
that he or she is receiving a
real treatment and reports an
improvement in Ssymptoms.
The Hawthorne effect occurs
when treated subjects
somehow respond differently,
simply because they are part of
an experiment. (This
phenomenon was called the
“Hawthorne effect” because it
was first observed in a study of
factory workers at Western
Electric’s Hawthorne plant.)
An experimenter effect
(sometimes called a Rosenthall
effect) occurs when the re-
searcher or experimenter
unintentionally influences
subjects through such factors
as facial expression, tone of
voice, or attitude.
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involving placebos, there is often a placebo effect that occurs when an untreated
subject reports an improvement in symptoms. (The reported improvement in the
placebo group may be real or imagined.) This placebo effect can be minimized or
accounted for through the use of blinding, a technique in which the subject doesn’t
know whether he or she is receiving a treatment or a placebo. Blinding allows us to
determine whether the treatment effect is significantly different from the placebo ef-
fect. The polio experiment was double-blind, meaning that blinding occurred at
two levels: (1) The children being injected didn’t know whether they were getting
the Salk vaccine or a placebo, and (2) the doctors who gave the injections and eval-
uated the results did not know either.

Blocks When designing an experiment, we often know in advance that there are
some factors that are likely to have a strong effect on the variable being considered.
For example, in designing an experiment to test the effectiveness of a new fertilizer
on tree growth, we know that the moisture content of the soil (dry or moist) can af-
fect tree growth. In this case, we should use blocks. A block is a group of subjects
that are similar, but blocks are different in the ways that might affect the outcome of
the experiment. Testing the effects of a fertilizer might involve a block of trees in
dry soil and a block of trees in moist soil. In designing an experiment to test the ef-
fectiveness of a new drug for heart disease, we might form a block of men and a
block of women, because it is known that hearts of men and women can behave dif-
ferently. After identifying the blocks, proceed to randomly assign treatments to the
subjects in each block.

Randomized block design: If conducting an experiment of testing one
or more different treatments, and there are different groups of simi-

lar subjects, but the groups are different in ways that are likely to af-
fect the responses to treatments, use this experimental design:

1. Form blocks (or groups) of subjects with similar characteristics.
2. Randomly assign treatments to the subjects within each block.

For example, suppose we want to test the effectiveness of a fertilizer on the weights
of 12 poplar trees and we have two plots of land: One plot of land is dry while a sec-
ond plot of land is moist. A bad experimental design would be to use fertilizer on 6
trees planted in moist soil while the other 6 untreated trees are planted in dry soil. We
would not know whether differences are due to the fertilizer treatment or the type of
soil or both. See Figure 1-4(a). It would be much better to plant 6 trees in the dry plot
and 6 trees in the moist plot. For each group of 6 trees, use randomization to identify
3 trees that are treated with fertilizer while the other 3 trees are not given the fertil-
izer, as in Figure 1-4(b). The results will allow us to see the effectiveness of the fertil-
izer. (The choice of 12 for the sample size is totally arbitrary here. More trees would
yield better results. Later chapters address issues of determining sample size. Also,
the experiment should be carefully designed so that the fertilizer applied to one tree
doesn’t spread to adjacent trees. Other relevant factors such as watering, temperature,
and sunlight must be carefully controlled. The overall experimental design requires
much more thought and care than we have described here. A course in the design of
experiments would be a great way to learn much more than we can describe here.)
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Figure 1-4 Design of Experiment with Different Treatments

(a) Bad experimental design: Use fertilizer to treat all trees in moist soil, and don’t use fertilizer for trees in dry soil. There will
be no way to know whether the results are attributable to the treatment or the soil type.

(b) Randomized block design: Form a block of trees in moist soil and another block of trees in dry soil. Within each of the
blocks, use randomness to determine which trees are treated with fertilizer and which trees are not treated.

(c) Completely randomized experimental design: Use randomness to determine which trees are treated with fertilizer and
which trees are not treated.

Completely Randomized Experimental Design With a completely ran-
domized experimental design, subjects are assigned to different treatment
groups through a process of random selection. See Figure 1-4(c) where we show
that among 12 trees, 6 are randomly selected for fertilizer treatment. Another ex-
ample of a completely randomized experimental design is this feature of the polio
experiment: Children were assigned to the treatment group or placebo group
through a process of random selection (equivalent to flipping a coin).

Rigorously Controlled Design Another approach for assigning subjects to
treatments is to use a rigorously controlled design, in which subjects are very
carefully chosen so that those given each treatment are similar in the ways that are
important to the experiment. In an experiment testing the effectiveness of a drug
designed to lower blood pressure, if the placebo group includes a 30-year-old
overweight male smoker who drinks heavily and consumes an abundance of salt
and fat, the treatment group should also include a person with similar characteris-
tics (which, in this case, would be easy to find).

Replication and Sample Size

In addition to controlling effects of variables, another key element of experimen-
tal design is the size of the samples. Samples should be large enough so that the
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Prospective National
Children’s Study

A good example of a prospec-
tive study is the National Chil-
dren’s Study begun in 2005. It
is tracking 100,000 children
from birth to age 21. The chil-
dren are from 96 different geo-
graphic regions. The objective
is to improve the health of chil-
dren by identifying the effects
of environmental factors, such
as diet, chemical exposure, vac-
cinations, movies, and televi-
sion. It is planned that some
preliminary results will be
available around 2008. The
study will address questions
such as these: How do genes
and the environment interact to
promote or prevent violent be-
havior in teenagers? Are lack of
exercise and poor diet the only
reasons why many children are
overweight? Do infections im-
pact developmental progress,
asthma, obesity, and heart
disease? How do city and
neighborhood planning and
construction encourage or dis-
courage injuries?
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erratic behavior that is characteristic of very small samples will not disguise the
true effects of different treatments. Repetition of an experiment on sufficiently
large groups of subjects is called replication, and replication is used effectively
when we have enough subjects to recognize differences from different treatments.
(In another context, replication refers to the repetition or duplication of an experi-
ment so that results can be confirmed or verified.) With replication, the large sam-
ple sizes increase the chance of recognizing different treatment effects. However,
a large sample is not necessarily a good sample. Although it is important to have a
sample that is sufficiently large, it is more important to have a sample in which
data have been chosen in some appropriate way, such as random selection
(described below).

Use a sample size that is large enough so that we can see the true
nature of any effects, and obtain the sample using an appropriate
method, such as one based on randomness.

In the experiment designed to test the Salk vaccine, 200,000 children were given
the actual Salk vaccine and 200,000 other children were given a placebo. Because
the actual experiment used sufficiently large sample sizes, the effectiveness of the
vaccine could be seen. Nevertheless, even though the treatment and placebo
groups were very large, the experiment would have been a failure if subjects had
not been assigned to the two groups in a way that made both groups similar in the
ways that were important to the experiment.

op
;f( Randomization and Other Sampling Strategies

In statistics as in life, one of the worst mistakes is to collect data in a way that is
inappropriate. We cannot overstress this very important point:

If sample data are not collected in an appropriate way, the data may
be so completely useless that no amount of statistical torturing can
salvage them.

In Section 1-3 we saw that a voluntary response sample is one in which the subjects
decide themselves whether to respond. Such samples are very common, but their re-
sults are generally useless for making valid inferences about larger populations.

We now define some of the more common methods of sampling.

== Definitions

In a random sample members from the population are selected in such a
way that each individual member has an equal chance of being selected.

A simple random sample of n subjects is selected in such a way that every
possible sample of the same size n has the same chance of being chosen.

A probability sample involves selecting members from a population in
such a way that each member has a known (but not necessarily the same)
chance of being selected.
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EXAMPLE Random Sample, Simple Random Sample, Probabil-
ity Sample Picture a classroom with 60 students arranged in six rows of 10
students each. Assume that the professor selects a sample of 10 students by
rolling a die and selecting the row corresponding to the outcome. Is the result a
random sample? Simple random sample? Probability sample?

SOLUTION The sample is a random sample because each individual student
has the same chance (one chance in six) of being selected. The sample is not a
simple random sample because not all samples of size 10 have the same
chance of being chosen. For example, this sampling design of using a die to se-
lect a row makes it impossible to select 10 students who are in different rows
(but there is one chance in six of selecting the sample consisting of the 10 stu-
dents in the first row). The sample is a probability sample because each student
has a known chance (one chance in six) of being selected.

Important: Throughout this book, we will use a variety of different statis-
tical procedures, and we often have a requirement that we have collected a
simple random sample, as defined above. With random sampling we expect all
components of the population to be (approximately) proportionately represented.
Random samples are selected by many different methods, including the use of
computers to generate random numbers. (Before computers, tables of random
numbers were often used instead. For truly exciting reading, see this book consist-
ing of one million digits that were randomly generated: A Million Random Digits
published by Free Press. The Cliff Notes summary of the plot is not yet available.)
Unlike careless or haphazard sampling, random sampling usually requires very
careful planning and execution.

In addition to random sampling, there are other sampling techniques in use,
and we describe the common ones here. See Figure 1-5 for an illustration de-
picting the different sampling approaches. Keep in mind that only random sam-
pling and simple random sampling will be used throughout the remainder of the
book.

Ly Definitions
In systematic sampling, we select some starting point and then select every

kth (such as every 50th) element in the population.
With convenience sampling, we simply use results that are very easy to get.

With stratified sampling, we subdivide the population into at least two
different subgroups (or strata) so that subjects within the same subgroup
share the same characteristics (such as gender or age bracket), then we draw
a sample from each subgroup (or stratum).

In cluster sampling, we first divide the population area into sections (or
clusters), then randomly select some of those clusters, and then choose all
the members from those selected clusters.

NV ICEpe7y JB T RO A
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Random Sampling:

Each member of the population has
an equal chance of being selected.
Computers are often used to
generate random telephone numbers.

Simple Random Sampling:

A sample of n subjects is
gg?-g:)gg / selected in such a way that every

possible sample of the same size n

has the same chance of being chosen.

Systematic Sampling:

Select some starting point, then
select every Ath (such as every
50th) element in the population.

Hey! Convenience Sampling:

Do you believe Use results that are easy to get.
in the death

penalty?

Stratified Sampling:
Subdivide the population into at

least two different subgroups (or
strata) so that subjects within the
same subgroup share the same
characteristics (such as gender or

age bracket), then draw a sample

from each subgroup.

Cluster Sampling:

Divide the population into

sections (or clusters), then

randomly select some of those
clusters, and then choose a//

members from those selected clusters.

Interview all voters in
shaded precincts.

Figure 1-5 Common Sampling Methods
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It is easy to confuse stratified sampling and cluster sampling, because they both
involve the formation of subgroups. But cluster sampling uses a// members from a
sample of clusters, whereas stratified sampling uses a sample of members from all
strata. An example of cluster sampling can be found in a pre-election poll,
whereby we randomly select 30 election precincts from a large number of
precincts, then survey all the people from each of those precincts. This is much
faster and much less expensive than selecting one person from each of the many
precincts in the population area. The results of stratified or cluster sampling can
be adjusted or weighted to correct for any disproportionate representations of
groups.

For a fixed sample size, if you randomly select subjects from different strata,
you are likely to get more consistent (and less variable) results than by simply se-
lecting a random sample from the general population. For that reason, stratified
sampling is often used to reduce the variation in the results. Many of the methods
discussed later in this book have a requirement that sample data be a simple ran-
dom sample, and neither stratified sampling nor cluster sampling satisfies that
requirement.

Multistage Sampling Figure 1-5 illustrates five common sampling methods,
but professional pollsters and government researchers often collect data by using
some combination of the five methods. A multistage sample design involves the
selection of a sample in different stages that might use different methods of sam-
pling. Let’s consider the government’s unemployment statistics that result from
surveyed households. It is not practical to personally visit each member of a sim-
ple random sample, because individual households would be spread all over the
country. It would be too expensive and too time consuming to survey such mem-
bers from a simple random sample. Instead, the U.S. Census Bureau and the Bu-
reau of Labor Statistics combine to conduct a survey called the Current Popula-
tion Survey. This survey is used to obtain data describing such factors as
unemployment rates, college enrollments, and weekly earnings amounts. The sur-
vey incorporates a multistage sample design, roughly described as follows:

1. The entire United States is partitioned into 2007 different regions called
primary sampling units (PSU). The primary sampling units are metropolitan
areas, large counties, or groups of smaller counties.

2. In each of the 50 states, a sample of primary sampling units is selected. For
the Current Population Survey, 792 of the primary sampling units are used.
(All of the 432 primary sampling units with the largest populations are used,
and 360 primary sampling units are randomly selected from the other 1575.)

3. Each of the 792 selected primary sampling units is partitioned into blocks,
and stratified sampling is used to select a sample of blocks.

4. In each selected block, clusters of households that are close to each other are
identified. Clusters are randomly selected, and all households in the selected
clusters are interviewed.

Note that the above multistage sample design includes random, stratified, and
cluster sampling at different stages. The end result is a complicated sampling

Should you Believe a
Statistical Study?

In Statistical Reasoning for
Everyday Life, 2nd edition,
authors Jeff Bennett, William
Briggs, and Mario Triola list
the following eight guidelines
for critically evaluating a sta-
tistical study. (1) Identify the
goal of the study, the popu-
lation considered, and the type
of study. (2) Consider the
source, particularly with regard
to a possibility of bias. (3)
Analyze the sampling method.
(4) Look for problems in defin-
ing or measuring the variables
of interest. (5) Watch out for
confounding variables that
could invalidate conclusions.
(6) Consider the setting and
wording of any survey.

(7) Check that graphs represent
data fairly, and conclusions are
justified. (8) Consider whether
the conclusions achieve the
goals of the study, whether they
make sense, and whether they
have practical significance.
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design, but it is so much more practical and less expensive than using a simpler
design, such as using a simple random sample.

Sampling Errors

No matter how well you plan and execute the sample collection process, there is
likely to be some error in the results. For example, randomly select 1000 adults,
ask them if they graduated from high school, and record the sample percentage of
“yes” responses. If you randomly select another sample of 1000 adults, it is likely
that you will obtain a different sample percentage.

5 Definitions
A sampling error is the difference between a sample result and the true pop-
ulation result; such an error results from chance sample fluctuations.

A nonsampling error occurs when the sample data are incorrectly col-
lected, recorded, or analyzed (such as by selecting a biased sample, using a
defective measure instrument, or copying the data incorrectly).

@ A

If we carefully collect a sample so that it is representative of the population, we
can use methods in this book to analyze the sampling error, but we must exercise
extreme care so that nonsampling error is minimized.

In the Chapter Problem, we asked whether original experimental data leading
to the “six degrees of separation” concept were good data. We noted that Stanley
Milgram sent 60 letters to subjects in Wichita, Kansas, and they were asked to for-
ward the letters to a specific woman in Cambridge, Massachusetts. Fifty of the 60
subjects participated, but only three of the letters reached the target. Two subse-
quent experiments also had low completion rates, but Milgram eventually reached
a 35% completion rate and found that the mean number of intermediaries was
around 6. Milgram’s experiments were seriously flawed in collecting sample data
that were not representative of the population of residents in the United States.
The original experiment involved people from Wichita. His response and comple-
tion rates were too small. Even with a 35% completion rate, it might well be pos-
sible that only those interested in the experiment participated, and they might be
more likely to know more people and result in smaller numbers of intermediaries.
His advertisements were designed to recruit people who were, as the ads stated,
“proud of their social skills and confident of their powers to reach someone across
class barriers.” His recruits were from one specific geographic region, they were
likely to be more sociable and wealthier than typical people, and the response rate
was too low. Consequently, the result of 6 as the number of degrees of separation
was not justified by the data. (That doesn’t necessarily mean that the value of 6 is
wrong.) The experimental design was seriously flawed and any conclusions based
on the results are very suspect. Unfortunately, no well-designed experiment has
yet been conducted to verify that 6 is correct or wrong. (In 2001, Duncan Watts
from Columbia University began a large-scale e-mail experiment, but subjects us-
ing e-mail are not necessarily representative of the world population. However,
much can be learned from his results.)
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After reading through this section, it is easy to be somewhat overwhelmed by
the variety of different definitions. But remember this main point: The method
used to collect data is absolutely and critically important, and we should know
that randomness is particularly important. If sample data are not collected in an
appropriate way, the data may be so completely useless that no amount of statisti-
cal torturing can salvage them. Also, great thought and care must go into design-
ing an experiment.

1-4 BASIC SKILLS AND CONCEPTS
Statistical Literacy and Critical Thinking
1. What is the difference between a random sample and a simple random sample?
2. What is the difference between an observational study and an experiment?

3. When conducting an experiment to test the effectiveness of a new vaccine, what is
blinding, and why is it important?

4. When conducting an experiment to test the effectiveness of a new vaccine, a re-
searcher chooses to use blocking, with men in one block and women in another block.
How does this use of blocking help the experiment?

In Exercises 5-8, determine whether the given description corresponds to an observa-
tional study or an experiment.

5. Touch Therapy Nine-year-old Emily Rosa became an author of an article in the
Journal of the American Medical Association after she tested professional touch ther-
apists. Using a cardboard partition, she held her hand above the therapist’s hand, and
the therapist was asked to identify the hand that Emily chose.

6. Treating Syphilis Much controversy arose over a study of patients with syphilis who
were not given a treatment that could have cured them. Their health was followed for
years after they were found to have syphilis.

7. Quality Control The U.S. Food and Drug Administration randomly selects a sample of
Bayer aspirin tablets. The amount of aspirin in each tablet is measured for accuracy.

8. Magnetic Bracelets Cruise ship passengers are given magnetic bracelets, which they
agree to wear in an attempt to eliminate or diminish the effects of motion sickness.

In Exercises 9-12, identify the type of observational study (cross-sectional, retrospective,
prospective).

9. Psychology of Trauma A researcher from Mt. Sinai Hospital in New York City plans
to obtain data by following (to the year 2015) siblings of victims who perished in the
World Trade Center terrorist attack of September 11, 2001.

10. Drunk Driving Research A researcher from Johns Hopkins University obtains data
about the effects of alcohol on driving by examining car crash reports from the past
five years.

11. TV Ratings The Nielsen Media Research Company surveys 5000 households to de-
termine the proportion of households tuned to Saturday Night Live.
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12.

Statistics for Success An economist collects income data by selecting and interview-
ing subjects now, then going back in time to see if they had the wisdom to take a
statistics course between the years of 1980 and 2005.

In Exercises 13—-24, identify which of these types of sampling is used: random, systematic,
convenience, stratified, or cluster.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22,

23.

24,

Sobriety Checkpoint The author was an observer at a police sobriety checkpoint at
which every 5th driver was stopped and interviewed. (He witnessed the arrest of a
former student.)

Exit Polls On days of presidential elections, the news media organize an exit poll in
which specific polling stations are randomly selected and all voters are surveyed as
they leave the premises.

Education and Sports A researcher for the Spaulding athletic equipment company is
studying the relationship between the level of education and participation in any
sport. She conducts a survey of 40 randomly selected golfers, 40 randomly selected
tennis players, and 40 randomly selected swimmers.

Ergonomics An engineering student measures the strength of fingers used to push
buttons by testing family members.

Cheating An Internal Revenue Service researcher investigates cheating on income tax
reports by surveying all waiters and waitresses at 20 randomly selected restaurants.

MTYV Survey A marketing expert for MTV is planning a survey in which 500 people
will be randomly selected from each age group of 10-19, 20-29, and so on.

Credit Card Data The author surveyed all of his students to obtain sample data con-
sisting of the number of credit cards students possess.

Fund-raising Fund-raisers for the College of Newport test a new telemarketing cam-
paign by obtaining a list of all alumni and selecting every 100th name on that list.

Telephone Polls In a Gallup poll of 1059 adults, the interview subjects were selected
by using a computer to randomly generate telephone numbers that were then called.

Market Research A market researcher has partitioned all California residents into cat-
egories of unemployed, employed full time, and employed part time. She is surveying
50 people from each category.

Student Drinking Motivated by a student who died from binge drinking, the College
of Newport conducts a study of student drinking by randomly selecting 10 different
classes and interviewing all of the students in each of those classes.

Clinical Trial of Blood Treatment In phase II testing of a new drug designed to in-
crease the red blood cell count, a researcher finds envelopes with the names and ad-
dresses of all treated subjects. She wants to increase the dosage in a subsample of 12
subjects, so she thoroughly mixes all of the envelopes in a bin, then pulls 12 of those
envelopes to identify the subjects to be given the increased dosage.

Random Samples and Simple Random Samples. Exercises 25-30 relate to random
samples and simple random samples.

25.

Cluster Sample An IRS analyst processes one tax return every 10 minutes, so 240 re-
turns are processed in her first week of work. Her manager checks her work by randomly
selecting a day of the week, then reviewing all returns that she processed that day. Does
this sampling plan result in a random sample? Simple random sample? Explain.



26. Convenience Sample A statistics professor obtains a sample of students by selecting
the first 10 students entering her classroom. Does this sampling plan result in a ran-
dom sample? Simple random sample? Explain.

27. Systematic Sample A quality control engineer selects every 10,000th M&M plain
candy that is produced. Does this sampling plan result in a random sample? Simple
random sample? Explain.

28. Stratified Sample A researcher for the Orange County Department of Motor Vehicles
plans to test a new online driver registration system by using a sample consisting of
20 randomly selected men and 20 randomly selected women. (Orange County has an
equal number of male and female drivers.) Does this sampling plan result in a random
sample? Simple random sample? Explain.

29. Sampling Students A classroom consists of 36 students seated in six different rows,
with six students in each row. The instructor rolls a die to determine a row, then rolls
the die again to select a particular student in the row. This process is repeated until a
sample of 6 students is obtained. Does this sampling plan result in a random sample?
Simple random sample? Explain.

30. Sampling Vitamin Pills An inspector for the U.S. Food and Drug Administration ob-
tains all vitamin pills produced in an hour at the Health Supply Company. She thor-
oughly mixes them, then scoops a sample of 10 pills that are to be tested for the exact
amount of vitamin content. Does this sampling plan result in a random sample? Sim-
ple random sample? Explain.

1-4 BEYOND THE BASICS

31. Sampling Design The Addison-Wesley Publishing Company has commissioned you
to survey 100 students who use this book. Describe procedures for obtaining a sample
of each type: random, systematic, convenience, stratified, cluster.

32. Confounding Give an example (different from the one in the text) illustrating how
confounding occurs.

33. Sample Design In “Cardiovascular Effects of Intravenous Triiodothyronine in Pa-
tients Underdoing Coronary Artery Bypass Graft Surgery” (Journal of the American
Medical Association, Vol. 275, No. 9), the authors explain that patients were assigned
to one of three groups: (1) a group treated with triidothyronine, (2) a group treated
with normal saline bolus and dopamine, and (3) a placebo group given normal saline.
The authors summarize the sample design as a “prospective, randomized, double-
blind, placebo-controlled trial.” Describe the meaning of each of those terms in the
context of this study.

Review

This chapter includes some definitions and concepts that are very basic in the subject of
statistics. There were fundamental definitions, such as sample, population, statistic, and
parameter. Section 1-2 discussed different types of data, and the distinction between qual-
itative data and quantitative data should be well understood. Section 1-3 dealt with the use
of critical thinking in analyzing and evaluating statistical results. In particular, we should
know that for statistical purposes, some samples (such as voluntary response samples) are
very poor. Section 1-4 introduced important elements in the design of experiments. We
should understand the definition of a simple random sample. We should also recognize the

Review
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importance of a carefully planned experimental design. Some sound principles of the de-
sign of experiments were briefly discussed, but entire books and courses are devoted to
this topic. On completing this chapter, you should be able to do the following:

e Distinguish between a population and a sample and distinguish between a parame-
ter and a statistic

e Understand the importance of good experimental design, including the control of
variable effects, replication, and randomization

e Recognize the importance of good sampling methods in general, and recognize the
importance of a simple random sample in particular. Understand that if sample
data are not collected in an appropriate way, the data may be so completely useless
that no amount of statistical torturing can salvage them.

Statistical Literacy and Critical Thinking

. Sample Size Is a large sample necessarily a good sample? Why or why not?

. Nature of Data A physiologist randomly selects 16 runners who finish the New York

Marathon, then she measures the height of each selected person.

a. Are the data qualitative or quantitative?

b. Are the data discrete or continuous?

c. If the researcher uses the sample data to infer something about a population, what
is that population?

. Sampling A graduate student is conducting research in psychology and he needs to

obtain the IQ scores of 50 people. He places an ad in the local newspaper and asks for
volunteers, each of whom will be paid $50 to take an IQ test. Is his sample a good
sample? Why or why not?

. Sampling A market researcher wants to determine the average value of a car owned

by a resident of the United States. She randomly selects and surveys 10 car owners
from each state, and obtains a list of 500 sample values. She then adds those 500 val-
ues and divides by 500 to get an average. Is the result a good estimate of the average
value of a car owned by a resident of the United States? Why or why not?

Review Exercises

1.

Sampling Shortly after the World Trade Center towers were destroyed by terrorists,
America Online ran a poll of its Internet subscribers and asked this question: “Should
the World Trade Center towers be rebuilt?” Among the 1,304,240 responses, 768,731
answered “yes,” 286,756 answered “no,” and 248,753 said that it was “too soon to de-
cide.” Given that this sample is extremely large, can the responses be considered to be
representative of the population of the United States? Explain.

. Sampling Design You have been hired by Verizon to conduct a survey of cell phone

usage among the full-time students who attend your college. Describe a procedure for
obtaining a sample of each type: random, systematic, convenience, stratified, cluster.

. Identify the level of measurement (nominal, ordinal, interval, ratio) used in each of

the following:

a. The weights of people being hurled through the air at an enthusiastic rock concert

b. A movie critic’s ratings of “must see, recommended, not recommended, don’t even
think about going”



¢. A movie critic’s classification of “drama, comedy, adventure”

d. Bob, who is different in many ways, measures time in days, with 0 corresponding
to his birth date. The day before his birth is — 1, the day after his birth is +1, and so
on. Bob has converted the dates of major historical events to his numbering sys-
tem. What is the level of measurement of these numbers?

. Coke The Coca Cola Company has 366,000 stockholders and a poll is conducted by

randomly selecting 30 stockholders from each of the 50 states. The number of shares

held by each sampled stockholder is recorded.

a. Are the values obtained discrete or continuous?

b. Identify the level of measurement (nominal, ordinal, interval, ratio) for the sample
data.

¢. Which type of sampling (random, systematic, convenience, stratified, cluster) is
being used?

d. If the average (mean) number of shares is calculated, is the result a statistic or a
parameter?

e. If you are the Chief Executive Officer of the Coca Cola Company, what character-
istic of the data set would you consider to be extremely important?

f. What is wrong with gauging stockholder views by mailing a questionnaire that
stockholders could complete and mail back?

. More Coke Identify the type of sampling (random, systematic, convenience, strati-

fied, cluster) used when a sample of the 366,000 Coca Cola shareholders is obtained

as described. Then determine whether the sampling scheme is likely to result in a

sample that is representative of the population of all 366,000 shareholders.

a. A complete list of all stockholders is compiled and every 500th name is selected.

b. At the annual stockholders’ meeting, a survey is conducted of all who attend.

c. Fifty different stockbrokers are randomly selected, and a survey is made of all their
clients who own shares of Coca Cola.

d. A computer file of all stockholders is compiled so that they are all numbered con-
secutively, then random numbers generated by computer are used to select the
sample of stockholders.

e. All of the stockholder zip codes are collected, and 5 stockholders are randomly
selected from each zip code.

. Design of Experiment You plan to conduct an experiment to test the effectiveness of
Sleepeze, a new drug that is supposed to reduce insomnia. You will use a sample of
subjects that are treated with the drug and another sample of subjects that are given a
placebo.

a. What is “blinding” and how might it be used in this experiment?

b. Why is it important to use blinding in this experiment?

¢. What is a completely randomized design?

d. What is a rigorously controlled design?

e. What is replication, and why is it important?

. Honest Abe

a. When Abraham Lincoln was first elected to the presidency, he received 39.82% of
the 1,865,908 votes cast. The collection of all of those votes is the population be-
ing considered. Is the 39.82% a parameter or a statistic?

b. Part (a) gives the total votes cast in the 1860 presidential election. Consider the to-
tal numbers of votes cast in all presidential elections. Are those values discrete or
continuous?

¢. How many votes did Lincoln get when he was first elected to the presidency?

Review Exercises
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8. Percentages

a. The labels on U-Turn protein energy bars include the statement that these bars con-
tain “125% less fat than the leading chocolate candy brands” (based on data from
Consumer Reports magazine). What is wrong with that claim?

b. In a study of the presence of radon in homes, 237 homes in LaGrange, New York,
were measured, and 19% of them were found to have radon levels above 0.4 pCi/L
(picocuries per liter), which is the maximum safe level set by the Environmental
Protection Agency. What is the actual number of tested homes that have unsafe
levels of radon?

¢. When 186 homes in Hyde Park, New York, were tested for radon, 30 were found to
have levels above the maximum safe level described in part (b). What is the per-
centage of the Hyde Park homes above the maximum safe level of radon?

Cumulative Review Exercises

The Cumulative Review Exercises in this book are designed to include topics from pre-
ceding chapters. For Chapters 2—15, the Cumulative Review Exercises include topics
from preceding chapters. For this chapter, we present calculator warm-up exercises with
expressions similar to those found throughout this book. Use your calculator to find the
indicated values.

1.

Refer to Data Set 14 in Appendix B and consider only the weights of the Indian head
pennies. What value is obtained when those weights are added, and the total is then
divided by the number of those pennies? (This result, called the mean, is discussed in
Chapter 3.)
98.20 — 98.60

0.62

98.20 — 98.60
0.62
V106
1.96 - 0257
0.03
(50 — 45)?
45
2—424+ 3—47+ (71— 4)7?
31
\/(2 42+ (342 + (T — 42
31
8(151,879) — (516.5)(2176)
V/3(34.525.75) — 516.52V/8(728.520) — 2176

In Exercises 9—12, the given expressions are designed to yield results expressed in a form of
scientific notation. For example, the calculator displayed result of 1.23E5 can be expressed
as 123,000, and the result of 4.56E-4 can be expressed as 0.000456. Perform the indicated
operation and express the result as an ordinary number that is not in scientific notation.

9.

0.5'° 10. 2% 11. 72 12. 0.8°



Cooperative Group Activities

1. Out-of-class activity Look through newspapers and
magazines to find an example of a graph that is mis-
leading. (See, for example, Figures 1-1 and 1-2.) De-
scribe how the graph is misleading. Redraw the graph
so that it depicts the information correctly.

2. In-class activity From the cafeteria, obtain 18 straws.
Cut 6 of them in half, cut 6 of them into quarters, and
leave the other 6 as they are. There should now be 42
straws of different lengths. Put them in a bag, mix them
up, then select one straw, find its length, then replace it.
Repeat this until 20 straws have been selected.
Important: Select the straws without looking into the
bag and select the first straw that is touched. Find the
average (mean) of the lengths of the sample of 20
straws. Now remove all of the straws and find the mean
of the lengths of the population. Did the sample provide
an average that was close to the true population aver-
age? Why or why not?

3. In-class activity In mid-December of a recent year, the
Internet service provider America Online (AOL) ran a
survey of its users. This question was asked about

Technology Project

The objective of this project is to introduce the technology
resources that you will be using in your statistics course.
Refer to Data Set 13 in Appendix B and use the weights of
the red M&Ms only. Using your statistics software package
or a TI-83/84 Plus calculator, enter those 13 weights, then
obtain a printout of them.

STATDISK: Click on Datasets at the top of the
screen, click on M&M to open the data
set, then click on the Print Data
button.

Technology Project 37

Christmas trees: “Which do you prefer?” The response
could be “a real tree” or “a fake tree.” Among the 7073
responses received by the Internet users, 4650 indicated
a real tree, and 2423 indicated a fake tree. We have al-
ready noted that because the sample is a voluntary re-
sponse sample, no conclusions can be made about a
population larger than the 7073 people who responded.
Identify other problems with this survey question.

4. In-class activity Identify the problems with the following:

e Arecent televised report on CNN Headline News in-
cluded a comment that crime in the United States
fell in the 1980s because of the growth of abortions
in the 1970s, which resulted in fewer unwanted
children.

e Consumer Reports magazine mailed an Annual
Questionnaire about cars and other consumer prod-
ucts. Also included were a request for a voluntary
contribution of money and a ballot for the Board of
Directors. Responses were to be mailed back in en-
velopes that required postage stamps.

Minitab: Enter the data in the column C1, then
click on File, and select Print
Worksheet.

Excel: Enter the data in column A, then click on

File, and select Print.

TI-83/84 Plus: Printing a TI-83/84 Plus screen display

requires a connection to a computer, and
the procedures vary for different connec-
tions. Consult your manual for the cor-
rect procedure.
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Introduction to Statistics

From Data to Decision
Critical Thinking

Women currently earn 76 cents for every

identify at least one factor that could be used
to justify that discrepancy. Research and
analysis has shown that some of this discrep-
ancy can be explained by legitimate factors,

but much of the discrepancy cannot be ex-
plained by legitimate factors. Assuming that
there is a substantial factor of discrimination
based on gender, is it okay to try to fight that
discrimination by publishing a graph that ex-
aggerates the difference in earnings between
men and women?

dollar earned by a man. Construct a graph
depicting that information in a way that is
fair and unbiased. Construct a second graph
that exaggerates the difference in earnings
between men and women.

Analyzing the Results
Assuming that you must defend the discrep-
ancy between earnings of men and women,

Web Site for Elementary Statistics Each Internet Project includes activities, such as

exploring data sets, performing simulations, and

In this section of each chapter, you will be in- . . .
researching true-to-life examples found at vari-

tructed to visit the h the Web fi . .
structed to visit the home page on the web for ous Web sites. These activities will help you ex-

this textbook. From there you can reach the

) ) plore and understand the rich nature of statistics
pages for all the Internet Projects accompanying

o . . and its importance in our world. Visit the book
Elementary Statistics, Tenth Edition. Go to this

site now and enjoy the explorations!

Internet Project

Web site now and familiarize yourself with all

of the available features for the book. http://www.aw.com/triola




“We use statistics to

determine the degree of

isolation between

putative stocks.”

Sarah Mesnick

Behavioral and Molecular Ecologist

Sarah Mesnick is a National
Research Council postdoctoral
fellow. In her work as a marine
mammal biologist, she conducts
research at sea as well as in the
Laboratory of Molecular Ecology.
Her research focuses on the social
organization and population
structure of sperm whales. She
received her doctorate in
evolutionary biology at the
University of Arizona.

What do you do?

My research focuses on the relationship
between sociality and population struc-
ture in sperm whales. We use this informa-
tion to build better management models
for the conservation of this, and other,
endangered marine mammal species.

What concepts of statistics do
you use?

Currently, | use chi-square and F-statistics
to examine population structure and re-
gression measures to estimate the de-
gree of relatedness among individuals
within whale pods. We use the chi-
square and F-statistics to determine how
many discrete populations of whales are
in the Pacific. Discrete populations are
managed as independent stocks. The re-
gression analysis of relatedness is used to
determine kinship within groups.

Could you cite a specific example
illustrating the use of statistics?

I'm currently working with tissue sam-
ples obtained from three mass strand-
ings of sperm whales. We use genetic
markers to determine the degree of re-
latedness among individuals within the
strandings. This is a striking behavior—
entire pods swam up onto the beach fol-
lowing a young female calf, stranded,
and subsequently all died. We thought
that to do something as dramatic as this,
the individuals involved must be very
closely related. We're finding, however,
that they are not. The statistics enable us

Statistics @ Work 39

to determine the probability that two in-
dividuals are related given the number
of alleles that they share. Also, sperm
whales—and many other marine mam-
mal, bird, and turtle species—are injured
or killed incidentally in fishing opera-
tions. We need to know the size of the
population from which these animals are
taken. If the population is small, and the
incidental kill large, the marine mammal
population may be threatened. We use
statistics to determine the degree of iso-
lation between putative stocks. If stocks
are found to be isolated, we would use
this information to prepare management
plans specifically designed to conserve
the marine mammals of the region. Hu-
man activities may need to protect the
health of the marine environment and its
inhabitants.

How do you approach your research?

We try not to have preconceived notions
about how the animals are dispersed in
their environment. In marine mammals
in particular, because they are so difficult
to study, there are generally accepted
notions about what the animals are do-
ing, yet these have not been critically in-
vestigated. In the case of relatedness
among individuals within sperm whale
groups, they were once thought to be
matrilineal and accompanied by a
“harem master.” With the advent of ge-
netic techniques, and dedicated field
work, more open minds and more critical
analyses—the statistics come in here—
we're able to reassess these notions.
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Do the Academy Awards involve
discrimination based on age?

Each year, Oscars are awarded to the Best Actress and
Best Actor. Table 2-1 lists the ages of those award recip-
ients at the time of the awards ceremony. The ages are
listed in order, beginning with the first Academy Awards
ceremony in 1928. [Notes: In 1968 there was a tie in the
Best Actress category, and the average (mean) of the two
ages is used; in 1932 there was a tie in the Best Actor
category, and the average (mean) of the two ages is used.
These data are suggested by the article “Ages of Oscar-
winning Best Actors and Actresses” by Richard Brown
and Gretchen Davis, Mathematics Teacher magazine. In
that article, the year of birth of the award winner was
subtracted from the year of the awards ceremony, but the
ages in Table 2-1 are based on the birth date of the win-
ner and the date of the awards ceremony.]

Here is the key question that we will consider: Are
there major and important differences between the ages
of the Best Actresses and the ages of the Best Actors?
Does it appear that actresses and actors are judged
strictly on the basis of their artistic abilities? Or does
there appear to be discrimination based on age, with the
Best Actresses tending to be younger than the Best
Actors? Are there any other notable differences? Apart
from being interesting, this issue is important because it
potentially gives us some insight into the way that our
society perceives women and men in general.

Critical Thinking: A visual comparison of the ages
in Table 2-1 might be revealing to those with some spe-
cial ability to see order in such lists of numbers, but for
those of us who are mere mortals, the lists of ages in
Table 2-1 probably don’t reveal much of anything at all.

Fortunately, there are methods for investigating such
data sets, and we will soon see that those methods re-
important characteristics that
understand the data. We will be able to make intelligent
and insightful comparisons. We will learn techniques
for summarizing, graphing, describing, exploring, and
comparing data sets such as those in Table 2-1.

veal allow us to

Table 2-1 Academy Awards: Ages of Best

Actresses and Best Actors

The ages (in years) are listed in order, beginning with
the first awards ceremony.

Best Actresses

22 37 28 63 32 26 31 27 27 28
30 26 29 24 38 25 29 41 30 35
35 33 29 38 54 24 25 46 41 28
40 39 29 27 31 38 29 25 35 60
43 35 34 34 27 37 42 41 36 32
41 33 31 74 33 50 38 61 21 41
26 80 42 29 33 35 45 49 39 34
26 25 33 35 35 28

Best Actors

44 41 62 52 41 34 34 52 41 37
38 34 32 40 43 56 41 39 49 57
41 38 42 52 51 35 30 39 41 44
49 35 47 31 47 37 57 42 45 42
44 62 43 42 48 49 56 38 60 30
40 42 36 76 39 53 45 36 62 43
51 32 42 54 52 37 38 32 45 60
46 40 36 47 29 43
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Chapter 2

Summarizing and Graphing Data

2-1 Overview

In this chapter we present important methods of organizing, summarizing, and
graphing sets of data. The ultimate objective is not that of simply obtaining some
table or graph. Instead, the ultimate objective is to understand the data. When
describing, exploring, and comparing data sets, the following characteristics are
usually extremely important.

Important Characteristics of Data

1. Center: A representative or average value that indicates where the middle of
the data set is located.

2. Variation: A measure of the amount that the data values vary among them-
selves.

3. Distribution: The nature or shape of the distribution of the data (such as bell-
shaped, uniform, or skewed).

4. Outliers: Sample values that lie very far away from the vast majority of the
other sample values.

5. Time: Changing characteristics of the data over time.

Study Hint: Blind memorization is often ineffective for learning or remembering
important information. However, the above five characteristics are so important,
that they might be better remembered by using a mnemonic for their first letters
CVDOT, such as “Computer Viruses Destroy Or Terminate.” (You might remem-
ber the names of the Great Lakes with the mnemonic homes, for Huron, Ontario,
Michigan, Erie, and Superior.) Such memory devices have been found to be very
effective in recalling important keywords that trigger key concepts.

Critical Thinking and Interpretation:
Going Beyond Formulas and Manual Calculations

Statistics professors generally believe that it is not so important to memorize
formulas or manually perform complex arithmetic calculations and number crunch-
ing. Instead, they tend to focus on obtaining results by using some form of technol-
ogy (calculator or software), then making practical sense of the results through criti-
cal thinking. Keep this in mind as you proceed through this chapter, the next
chapter, and the remainder of this book. Although this chapter includes detailed
steps for important procedures, it is not necessary to master those steps in all cases.
However, we recommend that in each case you perform a few manual calculations
before using a calculator or computer. Your understanding will be enhanced, and
you will acquire a better appreciation for the results obtained from the technology.

2-2 Frequency Distributions

Key Concept When working with large data sets, it is often helpful to organize
and summarize the data by constructing a table called a frequency distribution,
defined below. Because computer software and calculators can automatically
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generate frequency distributions, the details of constructing them are not as im-
portant as understanding what they tell us about data sets. In particular, a fre-
quency distribution helps us understand the nature of the distribution of a data set.

5 Definition

L A frequency distribution (or frequency table) lists data values (either
e individually or by groups of intervals), along with their corresponding
E frequencies (or counts).

Table 2-2 is a frequency distribution summarizing the ages of Oscar-winning
actresses listed in Table 2-1. The frequency for a particular class is the number of
original values that fall into that class. For example, the first class in Table 2-2 has
a frequency of 28, indicating that 28 of the original ages are between 21 years and
30 years inclusive.

We will first present some standard terms used in discussing frequency distri-
butions, and then we will describe how to construct and interpret them.

== Definitions

Lower class limits are the smallest numbers that can belong to the different
classes. (Table 2-2 has lower class limits of 21, 31, 41, 51, 61, and 71.)

Upper class limits are the largest numbers that can belong to the different
classes. (Table 2-2 has upper class limits of 30, 40, 50, 60, 70, and 80.)

Class boundaries are the numbers used to separate classes, but without the
gaps created by class limits. Figure 2-1 shows the gaps created by the class
limits from Table 2-2. It is easy to see in Figure 2-1 that the values of 30.5,
40.5, ..., 70.5 are in the centers of those gaps, and these numbers are re-

ferred to as class boundaries. The two unknown class boundaries (indicated
in Figure 2-1 by question marks) can be easily identified by simply follow-
ing the pattern established by the other class boundaries of 30.5, 40.5, . . .,
70.5. The lowest class boundary is 20.5, and the highest class boundary is
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80.5. The complete list of class boundaries is therefore 20.5, 30.5, 40.5, Table 2-2

50.5, 60.5, 70.5, and 80.5. Class boundaries will be very useful in the next Frequency Distribution:
section when we construct a graph called a histogram. Ages of Best Actresses

Class midpoints are the values in the middle of the classes. (Table 2-2 has Age of
class midpoints of 25.5, 35.5, 45.5, 55.5, 65.5, and 75.5.) Each class mid- Actress

Frequency

point can be found by adding the lower class limit to the upper class limit

and dividing the sum by 2. 21-30

31-40
41-50
51-60

61-70
The definitions of class width and class boundaries are a bit tricky. Be careful 71-80

to avoid the easy mistake of making the class width the difference between the

Class width is the difference between two consecutive lower class limits or
two consecutive lower class boundaries. (Table 2-2 uses a class width of 10.)

/N AA T @ N (N A

28
30
12
2
2
2

lower class limit and the upper class limit. See Table 2-2 and note that the class
width is 10, not 9. You can simplify the process of finding class boundaries by
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Authors ldentified

In 1787-88 Alexander Hamil-
ton, John Jay, and James Madi-
son anonymously published the
famous Federalist Papers in an
attempt to convince New York-
ers that they should ratify the
Constitution. The identity of
most of the papers’ authors be-
came known, but the author-
ship of 12 of the papers was
contested. Through statistical
analysis of the frequencies of
various words, we can now
conclude that James Madison
is the likely author of these 12
papers. For many of the dis-
puted papers, the evidence in
favor of Madison’s authorship
is overwhelming to the degree
that we can be almost certain
of being correct.

Summarizing and Graphing Data

Class limits

(ZI 30\ (31 40\ (‘H 50\ (57 60\ (61 70\ (77 80\

o 1 1 1 o

? 30.5 40.5 50.5 60.5 70.5 ?

Class boundaries

Figure 2-1 Finding Class Boundaries

understanding that they basically split the difference between the end of one class
and the beginning of the next class.

Procedure for Constructing
a Frequency Distribution

Frequency distributions are constructed for these reasons: (1) Large data sets can be
summarized, (2) we can gain some insight into the nature of data, and (3) we have a
basis for constructing important graphs (such as histograms, introduced in the next
section). Many uses of technology allow us to automatically obtain frequency distri-
butions without manually constructing them, but here is the basic procedure:

1. Decide on the number of classes you want. The number of classes should be
between 5 and 20, and the number you select might be affected by the conve-
nience of using round numbers.

2. Calculate

(maximum value) — (minimum value)

Cl idth =
ass wi number of classes

Round this result to get a convenient number. (Usually round up.) You might
need to change the number of classes, but the priority should be to use values
that are easy to understand.

3. Starting point: Begin by choosing a number for the lower limit of the first
class. Choose either the minimum data value or a convenient value below the
minimum data value.

4. Using the lower limit of the first class and the class width, proceed to list the
other lower class limits. (Add the class width to the starting point to get the
second lower class limit. Add the class width to the second lower class limit to
get the third, and so on.)

5. List the lower class limits in a vertical column and proceed to enter the upper
class limits, which can be easily identified.

6. Go through the data set putting a tally in the appropriate class for each data
value. Use the tally marks to find the total frequency for each class.

When constructing a frequency distribution, be sure that classes do not overlap so
that each of the original values must belong to exactly one class. Include all
classes, even those with a frequency of zero. Try to use the same width for all
classes, although it is sometimes impossible to avoid open-ended intervals, such
as “65 years or older.”
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EXAMPLE Ages of Best Actresses Using the ages of the Best Ac-
tresses in Table 2-1, follow the above procedure to construct the frequency dis-
tribution shown in Table 2-2. Assume that you want 6 classes.

SOLUTION

Step 1: Begin by selecting 6 as the number of desired classes.

Step 2: Calculate the class width. In the following calculation, 9.833 is
rounded up to 10, which is a more convenient number.

. (maximum value) — (minimum value)
Class width =

number of classes
80 — 21
6
Step 3:  We choose a starting point of 21, which is the minimum value in the

list and is also a convenient number, because the first class becomes
21-30.

= 9.833 = 10

Step 4:  Add the class width of 10 to the starting point of 21 to determine that
the second lower class limit is 31. Continue to add the class width of 10
to get the remaining lower class limits of 41, 51, 61, and 71.

Step 5:  List the lower class limits vertically as shown in the margin. From
this list, we can easily identify the corresponding upper class limits
as 30, 40, 50, 60, 70, and 80.

Step 6:  After identifying the lower and upper limits of each class, proceed to
work through the data set by entering a tally mark for each data
value. When the tally marks are completed, add them to find the
frequencies shown in Table 2-2.

Relative Frequency Distribution

An important variation of the basic frequency distribution uses relative frequen-
cies, which are easily found by dividing each class frequency by the total of all
frequencies. A relative frequency distribution includes the same class limits as a
frequency distribution, but relative frequencies are used instead of actual frequen-
cies. The relative frequencies are often expressed as percents.

class frequency

relative frequency = ;
sum of all frequencies

In Table 2-3 the actual frequencies from Table 2-2 are replaced by the
corresponding relative frequencies expressed as percents. With 28 of the 76 data
values falling in the first class, that first class has a relative frequency of
28/76 = 0.368, or 36.8%, which is often rounded to 37%. The second class has a
relative frequency of 30/76 = 0.395, or 39.5%, and so on. If constructed correctly,
the sum of the relative frequencies should total 1 (or 100%), with some small
discrepancies allowed for rounding errors. The rounding of results in Table 2-3

causes the sum of the relative frequencies to be 101% instead of 100%.

21—
31—
41—
51—
61—
71=
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Table 2-3

Relative Frequency
Distribution of Best

Actress Ages
Age of Relative
Actress Frequency
21-30 37%
31-40 39%
41-50 16%
51-60 3%
61-70 3%
71-80 3%
Table 2-4

Cumulative Frequency
Distribution of Best

Actress Ages
Age of Cumulative
Actress Frequency

Less than 31 28
Less than 41 58
Less than 51 70
Less than 61 72
Less than 71 74
Less than 81 76

Summarizing and Graphing Data

Because they use simple percentages, relative frequency distributions make it
easier for us to understand the distribution of the data and to compare different
sets of data.

Cumulative Frequency Distribution

Another variation of the standard frequency distribution is used when cumulative
totals are desired. The cumulative frequency for a class is the sum of the frequen-
cies for that class and all previous classes. Table 2-4 is the cumulative frequency
distribution based on the frequency distribution of Table 2-2. Using the original
frequencies of 28, 30, 12, 2, 2, and 2, we add 28 + 30 to get the second cumulative
frequency of 58, then we add 28 + 30 + 12 = 70 to get the third, and so on. See
Table 2-4 and note that in addition to using cumulative frequencies, the class limits
are replaced by “less than” expressions that describe the new ranges of values.

Critical Thinking: Interpreting
Frequency Distributions

The transformation of raw data to a frequency distribution is typically a means to
some greater end. One important objective is to identify the nature of the distribu-
tion, and “normal” distributions are extremely important in the study of statistics.

Normal Distribution 1In later chapters of this book, there will be frequent ref-
erence to data with a normal distribution. This use of the word “normal” refers to
a special meaning in statistics that is different from the meaning typically used in
ordinary language. The concept of a normal distribution will be described later,
but for now we can use a frequency distribution to help determine whether the
data have a distribution that is approximately normal. One key characteristic of a
normal distribution is that when graphed, the result has a “bell” shape, with fre-
quencies that start low, then increase to some maximum, then decrease. For now,
we can judge that a frequency distribution is approximately normal by determin-
ing whether it has these features:

Normal Distribution

1. The frequencies start low, then increase to some maximum frequency, then
decrease to a low frequency.

2. The distribution should be approximately symmetric, with frequencies evenly
distributed on both sides of the maximum frequency. (Frequencies of 1, 5, 50,
25, 20, 15, 10, 5, 3, 2, 1 are not symmetric about the maximum of 50 and
would not satisfy the requirement of symmetry.)

EXAMPLE Normal Distribution One thousand women were randomly
selected and their heights were measured. The results are summarized in the
frequency distribution of Table 2-5. The frequencies start low, then increase to
a maximum frequency, then decrease to low frequencies. Also, the frequencies
are roughly symmetric about the maximum frequency of 324. It appears that
the distribution is approximately a normal distribution.
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Table 2-5 Heights of a Sample of 1000 Women

Normal distribution: The frequencies start low, reach a peak, then become low again.
Height (in.) Frequency Normal Distribution:

56.0-57.9 10 « Frequencies start low, . . .
58.0-59.9 64

60.0-61.9 178

62.0-63.9 324 <« increase to a maximum, . . .
64.0-65.9 251

66.0-67.9 135

68.0-69.9 32

70.0-71.9 6 <« decrease to become low again.

Table 2-5 illustrates data with a normal distribution. The following examples
illustrate how frequency distributions can be used to describe, explore, and com-
pare data sets. (The following section shows how the construction of a frequency
distribution is often the first step in the creation of a graph that visually depicts the
nature of the distribution.)

EXAMPLE Describing Data: How Were the Pulse Rates Mea-
sured? Refer to Data Set 1 in Appendix B for the pulse rates of 40 randomly
selected adult males. Table 2-6 summarizes the last digits of those pulse rates.
If the pulse rates are measured by counting the number of heartbeats in 1
minute, we expect that those last digits should occur with frequencies that are
roughly the same. But note that the frequency distribution shows that the last
digits are all even numbers; there are no odd numbers present. This suggests
that the pulse rates were not counted for 1 minute. Perhaps they were counted
for 30 seconds and the values were then doubled. (Upon further examination of
the original pulse rates, we can see that every original value is a multiple of
four, suggesting that the number of heartbeats was counted for 15 seconds,
then that count was multiplied by 4.) It’s fascinating to learn something about
the method of data collection by simply describing some characteristics of
the data.

EXAMPLE Exploring Data: What Does a Gap Tell Us? Table 2-7 is
a frequency table of the weights (grams) of randomly selected pennies. Exami-
nation of the frequencies reveals a large gap between the lightest pennies and
the heaviest pennies. This suggests that we have two different populations.
Upon further investigation, it is found that pennies made before 1983 are 97%
copper and 3% zinc, whereas pennies made after 1983 are 3% copper and 97%
zinc, which can explain the large gap between the lightest pennies and the
heaviest pennies.

Growth Charts
Updated

Pediatricians typically use
standardized growth charts to
compare their patient’s weight
and height to a sample of other
children. Children are consid-
ered to be in the normal range
if their weight and height fall
between the 5th and 95th per-
centiles. If they fall outside of
that range, they are often given
tests to ensure that there are no
serious medical problems. Pe-
diatricians became increasingly
aware of a major problem with
the charts: Because they were
based on children living be-
tween 1929 and 1975, the
growth charts were found to be
inaccurate. To rectify this prob-
lem, the charts were updated in
2000 to reflect the current mea-
surements of millions of chil-
dren. The weights and heights
of children are good examples
of populations that change over
time. This is the reason for in-
cluding changing characteris-
tics of data over time as an im-
portant consideration for a
population.
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Table 2-6 Table 2-7

Last Digits of Male Randomly Selected

Pulse Rates Pennies

Last Digit Frequency Weights R
0 7 (grams) of Ages of Oscar-Winning
1 0 Pennies Frequency Actresses and Actors
2 6 2.40-2.49 18
3 0 2.50-2.59 19 Age Actresses Actors
4 11 2.60-2.69 0 21-30  37% 4%
5 0 2.70-2.79 0 31-40 39% 33%
6 9 2.80-2.89 0 41-50 16% 39%
7 0 2.90-2.99 2 51-60 3% 18%
8 7 3.00-3.09 25 61-70 3% 4%
9 0 3.10-3.19 8 71-80 3% 1%

Gaps The preceding example suggests that the presence of gaps can reveal the
fact that we have data from two or more different populations. However, the con-
verse is not true, because data from different populations do not necessarily result
in gaps when histograms are created.

EXAMPLE Comparing Ages of Oscar Winners The Chapter Prob-
lem given at the beginning of this chapter includes ages of actresses and actors
at the time that they won Academy Award Oscars. Table 2-8 shows the relative
frequencies for the two genders. By comparing those relative frequencies, it
appears that actresses tend to be somewhat younger than actors. For example,
see the first class showing that 37% of the actresses are in the youngest age
category, compared to only 4% of the actors.

2-2 BASIC SKILLS AND CONCEPTS

Statistical Literacy and Critical Thinking
1. Frequency Distribution What is a frequency distribution and why is it useful?

2. Retrieving Original Data Working from a known list of sample values, a researcher
constructs a frequency distribution (such as the one shown in Table 2-2). She then dis-
cards the original data values. Can she use the frequency distribution to identify all of
the original sample values?

3. Overlapping Classes When constructing a frequency distribution, what is the prob-
lem created by using these class intervals: 0—10, 10-20, 20-30, . . ., 90-100?

4. Comparing Distributions When comparing two sets of data values, what is the ad-
vantage of using relative frequency distributions instead of frequency distributions?



2-2

Frequency Distributions

In Exercises 5-8, identify the class width, class midpoints, and class boundaries for the
given frequency distribution.

S. Daily Low
Temperature (°F)

Frequency

35-39
40-44
45-49
50-54
55-59
60-64
65-69

7. Heights (inches)
of Men

1

Frequency

60.0-64.9
65.0-69.9
70.0-74.9
75.0-79.9
80.0-84.9
85.0-89.9
90.0-94.9
95.0-99.9
100.0-104.9
105.0-109.9

4

[\
(9]

—_ O O O O O = O

6. Daily Precipitation
(inches)

Frequency

0.00-0.49
0.50-0.99
1.00-1.49
1.50-1.99
2.00-2.49
2.50-2.99

8. Weights (Ib) of
Discarded Plastic

3

_— O N O = =

Frequency

0.00-0.99
1.00-1.99
2.00-2.99
3.00-3.99
4.00-4.99
5.00-5.99
6.00-6.99
7.00-7.99
8.00-8.99
9.00-9.99

8
12

wn O O O O

15
20

Critical Thinking. In Exercises 9—12, answer the given questions that relate to

Exercises 5-8.

9. Identifying the Distribution Does the frequency distribution given in Exercise 5
appear to have a normal distribution, as required for several methods of statistics
introduced later in this book?

10. Identifying the Distribution Does the frequency distribution given in Exercise 6 appear
to have a normal distribution, as required for several methods of statistics introduced later
in this book? If we learn that the precipitation amounts were obtained from days ran-
domly selected over the past 200 years, do the results reflect current weather behavior?

11. Outlier Refer to the frequency distribution given in Exercise 7. What is known about
the height of the tallest man included in the table? Can the height of the tallest man be
a correct value? If the highest value appears to be an error, what can be concluded
about the distribution after this error is deleted?

12. Analyzing the Distribution Refer to the frequency distribution given in Exercise 8.
There appears to be a large gap between the lowest weights and the highest weights.
What does that gap suggest? How might the gap be explained?

In Exercises 13 and 14, construct the relative frequency distribution that corresponds to
the frequency distribution in the exercise indicated.

13. Exercise 5

14. Exercise 6

49
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Table for Exercise 18
Outcome Frequency

1 24

2 28

3 39

4 37

5 25

6 27

Summarizing and Graphing Data

In Exercises 15 and 16, construct the cumulative frequency distribution that corresponds

to the frequency distribution in the exercise indicated.

15.
17.

18.

19.

20.

21.

22,

23.

24,

Exercise 5 16. Exercise 6

Analysis of Last Digits Heights of statistics students were obtained as part of an ex-
periment conducted for class. The last digits of those heights are listed below. Con-
struct a frequency distribution with 10 classes. Based on the distribution, do the
heights appear to be reported or actually measured? What do you know about the ac-
curacy of the results?

0000000001123334555555555555555668889

Loaded Die The author drilled a hole in a die and filled it with a lead weight, then
proceeded to roll it 180 times. (Yes, the author has too much free time.) The results
are given in the frequency distribution in the margin. Construct the frequency distri-
bution for the outcomes that you would expect from a die that is perfectly fair and un-
biased. Does the loaded die appear to differ significantly from a fair die that has not
been “loaded.”

Rainfall Amounts Refer to Data Set 10 in Appendix B and use the 52 rainfall
amounts for Sunday. Construct a frequency distribution beginning with a lower class
limit of 0.00 and use a class width of 0.20. Describe the nature of the distribution.
Does the frequency distribution appear to be roughly a normal distribution, as de-
scribed in this section?

Nicotine in Cigarettes Refer to Data Set 3 in Appendix B and use the 29 measured
amounts of nicotine. Construct a frequency distribution with 8 classes beginning with
a lower class limit of 0.0, and use a class width of 0.2. Describe the nature of the dis-
tribution. Does the frequency distribution appear to be roughly a normal distribution,
as described in this section?

BMI Values Refer to Data Set 1 in Appendix B and use the body mass index (BMI)
values for the 40 females. Construct a frequency distribution beginning with a lower
class limit of 15.0 and use a class width of 6.0. The BMI is calculated by dividing the
weight in kilograms by the square of the height in meters. Describe the nature of the
distribution. Does the frequency distribution appear to be roughly a normal distribu-
tion, as described in this section?

Weather Data Refer to Data Set 8 in Appendix B and use the actual low temperatures
to construct a frequency distribution beginning with a lower class limit of 39 and use a
class width of 6. The frequency distribution in Exercise 6 represents the precipitation
amounts from Data Set 8. Compare the two frequency distributions (for the actual low
temperatures and the precipitation amounts). How are they fundamentally different?

Weights of Pennies Refer to Data Set 14 in Appendix B and use the weights of the pre-
1983 pennies. Construct a frequency distribution beginning with a lower class limit of
2.9500 and a class width of 0.0500. Do the weights appear to be normally distributed?

Regular Coke and Diet Coke Refer to Data Set 12 in Appendix B. Construct a rela-
tive frequency distribution for the weights of regular Coke by starting the first class at
0.7900 1b and use a class width of 0.0050 Ib. Then construct another relative fre-
quency distribution for the weights of Diet Coke by starting the first class at 0.7750 1b
and use a class width of 0.0050 1b. Then compare the results and determine whether
there appears to be a significant difference. If so, provide a possible explanation for
the difference.
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25. Large Data Sets Refer to Data Set 15 in Appendix B. Use a statistics software pro-
gram or calculator to construct a relative frequency distribution for the 175 axial
loads of aluminum cans that are 0.0109 in. thick, then do the same for the 175 axial
loads of aluminum cans that are 0.0111 in. thick. Compare the two relative frequency
distributions.

26. Interpreting Effects of Outliers Refer to Data Set 15 in Appendix B for the axial loads
of aluminum cans that are 0.0111 in. thick. The load of 504 1b is an outlier because it
is very far away from all of the other values. Construct a frequency distribution that
includes the value of 504 Ib, then construct another frequency distribution with the
value of 504 1b excluded. In both cases, start the first class at 200 1b and use a class
width of 20 1b. Interpret the results by stating a generalization about how much of an
effect an outlier might have on a frequency distribution.

27. Number of Classes In constructing a frequency distribution, Sturges’ guideline sug-
gests that the ideal number of classes can be approximated by 1 + (log n)/(log 2),
where 7 is the number of data values. Use this guideline to complete the table for de-
termining the ideal number of classes.

P
2% 2-3 Histograms

Key Concept Section 2-2 introduced the frequency distribution as a tool for
summarizing and learning the nature of the distribution of a large data set. This
section introduces the histogram as a very important graph that depicts the nature
of the distribution. Because many statistics computer programs and calculators
can automatically generate histograms, it is not so important to master the me-
chanical procedures for constructing them. Instead, we should focus on the un-
derstanding that can be gained by examining histograms. In particular, we should
develop the ability to look at a histogram and understand the nature of the distri-
bution of the data.

=a Definition

A histogram is a bar graph in which the horizontal scale represents classes of
data values and the vertical scale represents frequencies. The heights of the
bars correspond to the frequency values, and the bars are drawn adjacent to
each other (without gaps).

Ao

The first step in the construction of a histogram is the construction of a fre-
quency distribution table. The histogram is basically a graphic version of that
table. See Figure 2-2, which is the histogram corresponding to the frequency dis-
tribution in Table 2-2 given in the preceding section.

On the horizontal scale, each bar of the histogram is marked with its lower class
boundary at the left and its upper class boundary at the right, as in Figure 2-2. In-
stead of using class boundaries along the horizontal scale, it is often more practical

Histograms 51
Table for Exercise 27
Number of Ideal Number
Values of Classes
16-22 5
23-45 6
7
8
9
10
11
12
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Missing Data

Samples are commonly miss-
ing some data. Missing data
fall into two general categories:
(1) Missing values that result
from random causes unrelated
to the data values, and (2)
missing values resulting from
causes that are not random.
Random causes include factors
such as the incorrect entry of
sample values or lost survey
results. Such missing values
can often be ignored because
they do not systematically hide
some characteristic that might
significantly affect results. It’s
trickier to deal with values
missing because of factors that
are not random. For example,
results of an income analysis
might be seriously flawed if
people with very high incomes
refuse to provide those values
because they fear income tax
audits. Those missing high
incomes should not be ignored,
and further research would be
needed to identify them.
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Histogram

to use class midpoint values centered below their corresponding bars. The use of
class midpoint values is very common in software packages that automatically
generate histograms.

Horizontal Scale: Use class boundaries or class midpoints.

Vertical Scale: Use the class frequencies

Before constructing a histogram from a completed frequency distribution, we
must give some thought to the scales used on the vertical and horizontal axes. The
maximum frequency (or the next highest convenient number) should suggest a
value for the top of the vertical scale; O should be at the bottom. In Figure 2-2 we
designed the vertical scale to run from O to 30. The horizontal scale should be sub-
divided in a way that allows all the classes to fit well. Ideally, we should try to
follow the rule of thumb that the vertical height of the histogram should be about
three-fourths of the total width. Both axes should be clearly labeled.

Relative Frequency Histogram

A relative frequency histogram has the same shape and horizontal scale as a his-
togram, but the vertical scale is marked with relative frequencies instead of actual
frequencies, as in Figure 2-3.

Critical Thinking: Interpreting Histograms

Remember that the objective is not simply to construct a histogram, but rather to
understand something about the data. Analyze the histogram to see what can be
learned about “CVDQOT”: the center of the data, the variation (which will be dis-
cussed at length in Section 3-3), the shape of the distribution, and whether there
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are any outliers (values far away from the other values). Examining Figure 2-2,
we see that the histogram is centered around 35, the values vary from around 21 to
80, and the shape of the distribution is heavier on the left, which means that ac-
tresses who win Oscars tend to be disproportionately younger, with fewer older

actresses winning Oscars.

Normal Distribution

In Section 2-2 we noted that use of the word “normal”

refers to a special meaning in statistics that is different from the meaning typically
used in ordinary language. A key characteristic of a normal distribution is that
when graphed as a histogram, the result has a “bell” shape, as in the STATDISK-
generated histogram shown here. [Key characteristics of the bell shape are (1) the
rise in frequencies that reach a maximum, then decrease, and (2) the symmetry
with the left half of the graph that is roughly a mirror image of the right half.] This
histogram corresponds to the frequency distribution of Table 2-5, which was ob-
tained from 1000 randomly selected heights of women. Many statistical methods
require that sample data come from a population having a distribution that is not
dramatically far from a normal distribution, and we can often use a histogram to
judge whether this requirement of a normal distribution is satisfied.

We say that the distribution is normal because it is bell-shaped.
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Using Technology

Powerful software packages are now quite
effective for generating impressive graphs,
including histograms. This book makes fre-
quent reference to STATDISK, Minitab, Ex-
cel, and the TI-83 / 84 Plus calculator, and
all of these technologies can generate his-
tograms. The detailed instructions can vary
from extremely easy to extremely complex,

so we provide some relevant comments be-
low. For detailed procedures, see the manu-
als that are supplements to this book.

Easily generates histograms.
Enter the data in the STATDISK Data Win-

dow, click Data, click Histogram, and then
click on the Plot button. (If you prefer to
enter your own class width and starting
point, click on the “User defined” button
before clicking on Plot.)

LU UINT V-3 Easily generates histograms.
Enter the data in a column, then click on

Graph, then Histogram. Select the “Sim-
ple” histogram. Enter the column in the
“Graph variables” window and click OK.

TI1-83/84 PLUS Enter a list of data

in L1. Select the STAT PLOT function by
pressing [2nd] [Y=]. Press [ENTER] and
use the arrow keys to turn Plotl to the On
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state and also highlight the graph with bars.
Press [ZOOM] [9] to get a histogram with
default settings. (You can also use your own
class width and class boundaries. See the
TI-83/84 manual that is a supplement to
this book.)

Can generate histograms like
the one shown here, but it is extremely diffi-
cult. To easily generate a histogram, use the
DDXL add-in that is on the CD included
with this book. After DDXL has been
installed within Excel, click on DDXL,

select Charts and Plots, and click on the  Excel

“function type” of Histogram. Click on the a5
pencil icon and enter the range of cells con-
taining the data, such as A1:A500 for 500
values in rows 1 through 500 of column A. 25
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2-3 BASIC SKILLS AND CONCEPTS

Statistical Literacy and Critical Thinking

1.

Histogram What important characteristic of data can be better understood through
examination of a histogram?

Histogram and Frequency Distribution Given that a histogram is essentially a graphic
representation of the same data in a frequency distribution, what major advantage
does a histogram have over a frequency distribution?

Small Data Set If a data set is small, such as one that has only five values, why
should we not bother to construct a histogram?

Normal Distribution After examining a histogram, what criterion can be used to de-
termine whether the data have a distribution that is approximately normal? Is this
criterion totally objective, or does it involve subjective judgment?

In Exercises 5-8, answer the questions by referring to the Minitab-generated histogram
given below. The histogram represents the weights (in pounds) of coxswains and rowers

ina

boat race between Oxford and Cambridge. (Based on data from A Handbook of

Small Data Sets, by D. J. Hand, Chapman & Hall.)

Minitab Histogram

W =0 10 160 10 20 20
weight




10.

11.

12.

13.

14.

15.

16.

17.

2-3

Sample Size How many crew members are included in the histogram?

Variation What is the minimum possible weight? What is the maximum possible
weight?

Gap What is a reasonable explanation for the large gap between the leftmost bar and
the other bars?

Class Width What is the class width?

Analysis of Last Digits Refer to Exercise 17 from Section 2-2 for the last digits of
heights of statistics students that were obtained as part of an experiment conducted for
class. Use the frequency distribution from that exercise to construct a histogram.
What can be concluded from the distribution of the digits? Specifically, do the heights
appear to be reported or actually measured?

Loaded Die Refer to Exercise 18 from Section 2-2 for the results from 180 rolls of a
die that the author loaded. Use the frequency distribution to construct the correspond-
ing histogram. What should the histogram look like if the die is perfectly fair and un-
biased? Does the histogram for the given frequency distribution appear to differ sig-
nificantly from a histogram obtained from a die that is fair and unbiased?

Rainfall Amounts Refer to Exercise 19 in Section 2-2 and use the frequency distribu-
tion to construct a histogram. Do the data appear to have a distribution that is approx-
imately normal?

Nicotine in Cigarettes Refer to Exercise 20 in Section 2-2 and use the frequency dis-
tribution to construct a histogram. Do the data appear to have a distribution that is ap-
proximately normal?

BMI Values Refer to Exercise 21 in Section 2-2 and use the frequency distribution to
construct a histogram. Do the data appear to have a distribution that is approximately
normal?

Weather Data Refer to Exercise 22 in Section 2-2 and use the frequency distribution
from the actual low temperatures to construct a histogram. Do the data appear to have
a distribution that is approximately normal?

Weights of Pennies Refer to Exercise 23 in Section 2-2 and use the frequency distri-
bution for the weights of the pre-1983 pennies. Construct the corresponding his-
togram. Do the weights appear to have a normal distribution?

Regular Coke and Diet Coke Refer to Exercise 24 in Section 2-2 and use the two rel-
ative frequency distributions to construct the two corresponding relative frequency
histograms. Compare the results and determine whether there appears to be a signifi-
cant difference. If there is a difference, how can it be explained?

Comparing Ages of Actors and Actresses Refer to Table 2-8 and use the relative fre-
quency distribution for the best actors to construct a relative frequency histogram.
Compare the result to Figure 2-3, which is the relative frequency histogram for the
best actresses. Do the two genders appear to win Oscars at different ages? (See also
Exercise 18 in this section.)

2-3 BEYOND THE BASICS

18.

Back-to-Back Relative Frequency Histograms When using histograms to compare
two data sets, it is sometimes difficult to make comparisons by looking back and forth

Histograms
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between the two histograms. A back-to-back relative frequency histogram uses a for-
mat that makes the comparison much easier. Instead of frequencies, we should use
relative frequencies so that the comparisons are not distorted by different sample
sizes. Complete the back-to-back relative frequency histograms shown below by
using the data from Table 2-8 in Section 2-2. Then use the result to compare the two
data sets.

Age
-80.5
-70.5
-60.5
-50.5
F40.5
1305
205 i i i i
\)\6\e 4,)6\° r\p"\o »\6\" 6\0 6\° \6\° (\/6\0 ,56\0 \)\6\o

Actresses Actors

(relative frequency) (relative frequency)

19. Large Data Sets Refer to Exercise 25 in Section 2-2 and construct back-to-back
relative frequency histograms for the axial loads of cans that are 0.0109 in. thick
and the axial loads of cans that are 0.0111 in. thick. (Back-to-back relative fre-
quency histograms are described in Exercise 18.) Compare the two sets of data.
Does the thickness of aluminum cans affect their strength, as measured by the
axial loads?

20. Interpreting Effects of Outliers Refer to Data Set 15 in Appendix B for the axial loads
of aluminum cans that are 0.0111 in. thick. The load of 504 Ib is an outlier because it
is very far away from all of the other values. Construct a histogram that includes the
value of 504 1b, then construct another histogram with the value of 504 Ib excluded.
In both cases, start the first class at 200 1b and use a class width of 20 Ib. Interpret the
results by stating a generalization about how much of an effect an outlier might have
on a histogram. (See Exercise 26 in Section 2-2.)

2-4 Statistical Graphics

Key Concept Section 2-3 introduced histograms and relative frequency his-
tograms as graphs that visually display the distributions of data sets. This section
presents other graphs commonly used in statistical analyses, as well as some
graphs that depict data in ways that are innovative. As in Section 2-3, the main
objective is not the generation of a graph. Instead, the main objective is to better
understand a data set by using a suitable graph that is effective in revealing some
important characteristic. Our world needs more people with an ability to construct
graphs that clearly and effectively reveal important characteristics of data. Our
world also needs more people with an ability to be innovative in creating original
graphs that capture key features of data.

This section begins by briefly describing graphs typically included in introduc-
tory statistics courses, such as frequency polygons, ogives, dotplots, stemplots,




2-4 Statistical Graphics

40% T
30 + > 307
<
S
=8
N
320 W 20% +
§ S Actors
> £
: -
I & 107 1
Actresses
: : : . | i : 0% . ! ! i i ¥
255 355 455 555 455 755 255 355 455 555 455 155
Ages of Best Actresses Age
Figure 2-4 Frequency Polygon Figure 2-5 Relative Frequency Polygons

Pareto charts, pie charts, scatter diagrams, and time-series graphs. We then con-
sider some original and creative graphs. We begin with frequency polygons.

Frequency Polygon

A frequency polygon uses line segments connected to points located directly
above class midpoint values. See Figure 2-4 for the frequency polygon corre-
sponding to Table 2-2. The heights of the points correspond to the class frequen-
cies, and the line segments are extended to the right and left so that the graph be-
gins and ends on the horizontal axis.

A variation of the basic frequency polygon is the relative frequency poly-
gon, which uses relative frequencies for the vertical scale. When trying to com-
pare two data sets, it is often very helpful to graph two relative frequency poly-
gons on the same axes. See Figure 2-5, which shows the relative frequency
polygons for the ages of the Best Actresses and Best Actors as listed in the
Chapter Problem. Figure 2-5 makes it visually clear that the actresses tend to
be younger than their male counterparts. Figure 2-5 accomplishes something
that is truly wonderful: It enables an understanding of data that is not possible
with visual examination of the lists of data in Table 2-1. (It’s like a good poetry
teacher revealing the true meaning of a poem.) For reasons that will not be de-
scribed here, there does appear to be some type of gender discrimination based
on age.

Ogive
An ogive (pronounced “oh-jive”) is a line graph that depicts cumulative frequen-
cies, just as the cumulative frequency distribution (see Table 2-4 in the preceding

section) lists cumulative frequencies. Figure 2-6 is an ogive corresponding to
Table 2-4. Note that the ogive uses class boundaries along the horizontal scale,
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Figure 2-6
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and the graph begins with the lower boundary of the first class and ends with the
upper boundary of the last class. Ogives are useful for determining the number of
values below some particular value. For example, see Figure 2-6, where it is
shown that 70 of the ages are less than 50.5.

Dotplots

A dotplot consists of a graph in which each data value is plotted as a point (or dot)
along a scale of values. Dots representing equal values are stacked. See the
Minitab-generated dotplot of the ages of the Best Actresses. (The data are from
Table 2-1 in the Chapter Problem.) The two dots at the left depict ages of 21 and
22. The next two dots are stacked above 24, indicating that two of the actresses
were 24 years of age when they were awarded Oscars. We can see from this dot-
plot that the ages above 48 are few and far between.

Dotplot of Ages of Actresses

— T T +
56 G4 72 80
Actresses

Stemplots

A stemplot (or stem-and-leaf plot) represents data by separating each value into
two parts: the stem (such as the leftmost digit) and the leaf (such as the rightmost
digit). The illustration below shows a stem-and-leaf plot for the same ages of the
best actresses as listed in Table 2-1 from the Chapter Problem. Those ages sorted
according to increasing order are 21, 22, 24,24, . . ., 80. It is easy to see how the
first value of 21 is separated into its stem of 2 and leaf of 1. Each of the remaining
values is broken up in a similar way. Note that the leaves are arranged in increas-
ing order, not the order in which they occur in the original list.

By turning the stemplot on its side, we can see a distribution of these data. A
great advantage of the stem-and-leaf plot is that we can see the distribution of data
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Stemplot

Stem (tens) Leaves (units)

2 12445555666677778888999999

3 0011122333334445555555677888899

4 011111223569

5 04 «Values are 50 and 54.
6 013

7 4

8 0 «Value is 80.

and yet retain all the information in the original list. If necessary, we could recon-
struct the original list of values. Another advantage is that construction of a stem-
plot is a quick and easy way to sort data (arrange them in order), and sorting is re-
quired for some statistical procedures (such as finding a median, or finding
percentiles).

The rows of digits in a stemplot are similar in nature to the bars in a his-
togram. One of the guidelines for constructing histograms is that the number of
classes should be between 5 and 20, and the same guideline applies to stemplots
for the same reasons. Better stemplots are often obtained by first rounding the
original data values. Also, stemplots can be expanded to include more rows and
can be condensed to include fewer rows. See Exercise 26.

gb’ Pareto Charts

The Federal Communications Commission monitors the quality of phone service
in the United States. Complaints against phone carriers include slamming, which
is changing a customer’s carrier without the customer’s knowledge, and
cramming, which is the insertion of unauthorized charges. Recently, FCC data
showed that complaints against U.S. phone carriers consisted of 4473 for rates
and services, 1007 for marketing, 766 for international calling, 614 for access
charges, 534 for operator services, 12,478 for slamming, and 1214 for cramming.
If you were a print media reporter, how would you present that information? Sim-
ply writing the sentence with the numerical data is unlikely to result in under-
standing. A better approach is to use an effective graph, and a Pareto chart would
be suitable here.

A Pareto chart is a bar graph for qualitative data, with the bars arranged in
order according to frequencies. Vertical scales in Pareto charts can represent fre-
quencies or relative frequencies. The tallest bar is at the left, and the smaller bars
are farther to the right. By arranging the bars in order of frequency, the Pareto
chart focuses attention on the more important categories. Figure 2-7 is a Pareto
chart clearly showing that slamming is by far the most serious issue in customer
complaints about phone carriers.

Pie Charts

Pie charts are also used to visually depict qualitative data. Figure 2-8 is an exam-
ple of a pie chart, which is a graph depicting qualitative data as slices of a pie.

The Power of a Graph

With annual sales approaching
$10 billion and with roughly 50
million people using it, Pfizer’s
prescription drug Lipitor has be-
come the most profitable and
most used prescription drug
ever. In its early stages of devel-
opment, Lipitor was compared
to other drugs (Zocor, Mevacor,
Lescol, and Pravachol) in a pro-
cess that involved controlled
trials. The summary report in-
cluded a graph showing a Lipi-
tor curve that had a steeper rise
than the curves for the other
drugs, visually showing that
Lipitor was more effective in
reducing cholesterol than the
other drugs. Pat Kelly, who was
then a senior marketing execu-
tive for Pfizer, said “I will never
forget seeing that chart. . . . It
was like ‘Aha!” Now I know
what this is about. We can com-
municate this!” The Food and
Drug Administration approved
Lipitor and allowed Pfizer to
include the graph with each pre-
scription. Pfizer sales personnel
also distributed the graph to
physicians.
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Figure 2-7 Pareto Chart of Phone Company

Complaints

Figure 2-8 Pie Chart of Phone Company Complaints

Figure 2-8 represents the same data as Figure 2-7. Construction of a pie chart in-
volves slicing up the pie into the proper proportions. The category of slamming
complaints represents 59% of the total, so the wedge representing slamming
should be 59% of the total (with a central angle of 0.59 X 360° = 212°).

The Pareto chart (Figure 2-7) and the pie chart (Figure 2-8) depict the same
data in different ways, but a comparison will probably show that the Pareto chart
does a better job of showing the relative sizes of the different components. That
helps explain why many companies, such as Boeing Aircraft, make extensive use
of Pareto charts.

Scatterplots

A scatterplot (or scatter diagram) is a plot of paired (x, y) data with a hori-
zontal x-axis and a vertical y-axis. The data are paired in a way that matches
each value from one data set with a corresponding value from a second data
set. To manually construct a scatterplot, construct a horizontal axis for the val-
ues of the first variable, construct a vertical axis for the values of the second
variable, then plot the points. The pattern of the plotted points is often helpful
in determining whether there is some relationship between the two variables.
(This issue is discussed at length when the topic of correlation is considered in
Section 10-2.)

One classic use of a scatterplot involves numbers of cricket chirps per
minute paired with temperatures (F°). Using data from The Song of Insects by
George W. Pierce, Harvard University Press, the Minitab-generated scatterplot
is shown here. There does appear to be a relationship between chirps and tem-
perature, as shown by the pattern of the points. Crickets can therefore be used
as thermometers.
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EXAMPLE Clusters Consider the scatterplot of paired data obtained
from 16 subjects. For each subject, the weight (in pounds) is measured and the
number of times the subject used the television remote control during a period
of 1 hour was also recorded. Minitab was used to generate the scatterplot of the
paired weight/remote data, and that scatterplot is shown here. This particular
scatterplot reveals two very distinct clusters, which can be explained by the in-
clusion of two different populations: women (with lower weights and less use
of the remote control) and men (with higher weights and greater use of the re-
mote control). If we ignored the presence of the clusters, we might think incor-
rectly that there is a relationship between weight and remote usage. But look at
the two groups separately, and it becomes much more obvious that there does
not appear to be a relationship between weight and usage of the remote control.

Scatterplot of Remote vs Weight

Remote

Time-Series Graph

A time-series graph is a graph of time-series data, which are data that have been
collected at different points in time. For example, the accompanying SPSS-
generated time-series graph shows the numbers of screens at drive-in movie the-
aters for a recent period of 17 years (based on data from the National Association
of Theater Owners). We can see that for this time period, there is a clear trend of
decreasing values. A once significant part of Americana, especially to the author,
is undergoing a decline. Fortunately, the rate of decline appears to be less than it
was in the late 1980s. It is often critically important to know when population
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values change over time. Companies have gone bankrupt because they failed to
monitor the quality of their goods or services and incorrectly believed that they
were dealing with stable data. They did not realize that their products were be-
coming seriously defective as important population characteristics were chang-
ing. Chapter 14 introduces control charts as an effective tool for monitoring
time-series data.

SPSS Time-Series Graph
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Help Wanted: Statistical Graphics Designer

So far, this section has included some of the important and standard statistical
graphs commonly included in introductory statistics courses. There are many other
graphs, some of which have not yet been created, that are effective in depicting im-
portant and interesting data. The world desperately needs more people with the abil-
ity to be creative and original in developing graphs that effectively reveal the nature
of data. Currently, graphs found in newspapers, magazines, and television are too
often created by reporters with a background in journalism or communications, but
with little or no background in formal work with data. It is idealistically but realisti-
cally hoped that some readers of this text will recognize that need and, having an in-
terest in this topic, will further study methods of creating statistical graphs. The au-
thor strongly recommends careful reading of The Visual Display of Quantitative
Information, 2nd edition, by Edward Tufte (Graphics Press, PO Box 430, Cheshire,
CT 06410). Here are a few of the important principles suggested by Tufte:

o For small data sets of 20 values or fewer, use a table instead of a graph.

o A graph of data should make the viewer focus on the true nature of the data,
not on other elements, such as eye-catching but distracting design features.

¢ Do not distort the data; construct a graph to reveal the true nature of the
data.

o Almost all of the ink in a graph should be used for the data, not for other
design elements.

e Don’t use screening consisting of features such as slanted lines, dots, or
cross-hatching, because they create the uncomfortable illusion of movement.

e Don’t use areas or volumes for data that are actually one-dimensional in na-
ture. (For example, don’t use drawings of dollar bills to represent budget
amounts for different years.)



Firebrand Speedster

00 01 02 03 04 05 06 00 01 02 03 04 05 06

Engine repairs 0000000 | 00000

Transmission repairs | @ @ @ Q@O0 | @002 @

Electrical repairs 00000 | 00000

Suspension 00000 | 00000000

Paint and rust 0000000 | 090000

Driving comfort coovvoe® | o0 @

Safety features Q000000 | OO0COCPOOOOO
Key @ @ O @ @
Good Bad

Figure 2-9 Car Reliability Data

¢ Never publish pie charts, because they waste ink on non-data components,
and they lack an appropriate scale.

Figure 2-9 shows a comparison of two different cars, and it is based on graphs
used by Consumer’s Report magazine. The Consumer’s Report graphs are based
on large numbers of surveys obtained from car owners. Figure 2-9 exemplifies ex-
cellence in originality, creativity, and effectiveness in helping the viewer easily
see complicated data in a simple format. See the key at the bottom showing that
red is used for bad results and green is used for good results, so the color scheme
corresponds to the “go” and ““stop” used for traffic signals that are so familiar to
drivers. (The Consumer’s Report graphs use red for good results and black for bad
results.) We can easily see that over the past several years, the Firebrand car ap-
pears to be generally better than the Speedster car. Such information is valuable
for consumers considering the purchase of a new or used vehicle.

The figure on the following page has been described as possibly “the best sta-
tistical graphic ever drawn.” This figure includes six different variables relevant
to the march of Napoleon’s army to Moscow and back in 1812—1813. The thick
band at the left depicts the size of the army when it began its invasion of Russia
from Poland. The lower band shows its size during the retreat, along with corre-
sponding temperatures and dates. Although first developed in 1861 by Charles
Joseph Minard, this graph is ingenious even by today’s standards.

Another notable graph of historical importance is one developed by the world’s
most famous nurse, Florence Nightingale. This graph, shown in Figure 2-10, is par-
ticularly interesting because it actually saved lives when Nightingale used it to
convince British officials that military hospitals needed to improve sanitary condi-
tions, treatment, and supplies. It is drawn somewhat like a pie chart, except that the
central angles are all the same and different radii are used to show changes in the
numbers of deaths each month. The outermost regions of Figure 2-10 represent
deaths due to preventable diseases, the innermost regions represent deaths from
wounds, and the middle regions represent deaths from other causes.
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Florence Nightingale

Florence Nightingale
(1820~1910) is known to many
as the founder of the nursing
profession, but she also saved
thousands of lives by using
statistics. When she encoun-
tered an unsanitary and under-
supplied hospital, she im-
proved those conditions and
then used statistics to convince
others of the need for more
widespread medical reform.
She developed original graphs
to illustrate that, during the
Crimean War, more soldiers
died as a result of unsanitary
conditions than were killed in
combat. Florence Nightingale
pioneered the use of social
statistics as well as graphics
techniques.
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Conclusion

The effectiveness of Florence Nightingale’s graph illustrates well this important
point: A graph is not in itself an end result; it is a tool for describing, exploring,
and comparing data, as described below.

Describing data: In a histogram, for example, consider center, variation, distri-
bution, and outliers (CVDOT without the last element of time). What is the ap-
proximate value of the center of the distribution, and what is the approximate
range of values? Consider the overall shape of the distribution. Are the values
evenly distributed? Is the distribution skewed (lopsided) to the right or left?
Does the distribution peak in the middle? Is there a large gap, suggesting that
the data might come from different populations? Identify any extreme values
and any other notable characteristics.

Exploring data: We look for features of the graph that reveal some useful and/or
interesting characteristics of the data set. In Figure 2-10, for example, we see that
more soldiers were dying from inadequate hospital care than were dying from bat-
tle wounds.

Comparing data: Construct similar graphs that make it easy to compare data sets.
For example, if you graph a frequency polygon for weights of men and another
frequency polygon for weights of women on the same set of axes, the polygon for
men should be farther to the right than the polygon for women, showing that men
have higher weights.

Figure 2-10

Deaths in British Military
Hospitals During the Crimean
War

Outer region: Deaths due to
preventable diseases.

Middle region: Deaths from
causes other than wounds or
preventable diseases.

Innermost region: Deaths from
wounds in battle
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Using Technology

Powerful software packages are now quite ef-
fective for generating impressive graphs.
This book makes frequent reference to STAT-
DISK, Minitab, Excel, and the TI-83/84 Plus
calculator, so we list the graphs (discussed
in this section and the preceding section)
that can be generated. (For detailed proce-
dures, see the manuals that are supplements
to this book.)

Shown here is a TI-83/84 Plus scatterplot
similar to the first Minitab scatterplot shown
in this section.

STATDISK Can generate histograms
and scatter diagrams.

Can generate histograms,
frequency polygons, dotplots, stemplots,

Pareto charts, pie charts, scatterplots, and
time-series graphs.

BT Can generate histograms, fre-
quency polygons, pie charts, and scatter

diagrams.

LIV Z N 4RV Can generate histo-

grams and scatter diagrams.

TI-83/84 Plus

2-4 BASIC SKILLS AND CONCEPTS

Statistical Literacy and Critical Thinking

1.
2.

Why Graph? What is the main objective in graphing data?

Scatterplot What type of data are required for the construction of a scatterplot, and
what does the scatterplot reveal about the data?

Time-Series Graph What type of data are required for the construction of a time-
series graph, and what does a time-series graph reveal about the data?

Pie Chart versus Pareto Chart Why is it generally better to use a Pareto chart instead
of a pie chart?

In Exercises 58, use the given 35 actual high temperatures listed in Data Set 8 of Ap-
pendix B.

5.

Dotplot Construct a dotplot of the actual high temperatures. What does the dotplot
suggest about the distribution of the high temperatures?

Stemplot Use the 35 actual high temperatures to construct a stemplot. What does the
stemplot suggest about the distribution of the temperatures?

Frequency Polygon Use the 35 actual high temperatures to construct a frequency
polygon. For the horizontal axis, use the midpoint values obtained from these class in-
tervals: 50-59, 60-69, 70-79, 80-89.

Ogive Use the 35 actual high temperatures to construct an ogive. For the horizontal
axis, use these class boundaries: 49.5, 59.5, 69.5, 79.5, 89.5. How many days was the
actual high temperature below 80°F?

In Exercises 9—12, use the 40 heights of eruptions of the Old Faithful geyser listed in
Data Set 11 of Appendix B.

9.

Stemplot Use the heights to construct a stemplot. What does the stemplot suggest
about the distribution of the heights?
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10. Dotplot Construct a dotplot of the heights. What does the dotplot suggest about the
distribution of the heights? -

11. Ogive Use the heights to construct an ogive. For the horizontal axis, use these class
boundaries: 89.5, 99.5, 109.5, 119.5, 129.5, 139.5, 149.5, 159.5. How many eruptions
were below 120 ft? -

12. Frequency Polygon Use the heights to construct a frequency polygon. For the hori-
zontal axis, use the midpoint values obtained from these class intervals: 90-99,
100-109, 110-119, 120-129, 130-139, 140-149, 150-159. ot

13. Jobs A study was conducted to determine how people get jobs. The table below lists
data from 400 randomly selected subjects. The data are based on results from the Na-
tional Center for Career Strategies. Construct a Pareto chart that corresponds to the given
data. If someone would like to get a job, what seems to be the most effective approach?

Job Sources of Survey Respondents | Frequency

Help-wanted ads 56

Executive search firms 44 B
Networking 280

Mass mailing 20

14. Jobs Refer to the data given in Exercise 13, and construct a pie chart. Compare the -
pie chart to the Pareto chart. Can you determine which graph is more effective in
showing the relative importance of job sources? o

15. Fatal Occupational Injuries In a recent year, 5524 people were killed while working.
Here is a breakdown of causes: transportation (2375); contact with objects or equip-
ment (884); assaults or violent acts (829); falls (718); exposure to harmful substances
or a harmful environment (552); fires or explosions (166). (The data are from the Bu-
reau of Labor Statistics.) Construct a pie chart representing the given data.

16. Fatal Occupational Injuries Refer to the data given in Exercise 15 and construct a
Pareto chart. Compare the Pareto chart to the pie chart. Which graph is more effective
in showing the relative importance of the causes of work-related deaths?

In Exercises 17 and 18, use the given paired data from Appendix B to construct a scatter
diagram.

17. Cigarette Tar/CO In Data Set 3, use tar for the horizontal scale and use carbon
monoxide (CO) for the vertical scale. Determine whether there appears to be a rela-
tionship between cigarette tar and CO. If so, describe the relationship.

18. Energy Consumption and Temperature In Data Set 9, use the 10 average daily tem-
peratures and use the corresponding 10 amounts of energy consumption (kWh). (Use -
the temperatures for the horizontal scale.) Based on the result, is there a relationship
between the average daily temperatures and the amounts of energy consumed? Try to
identify at least one reason why there is (or is not) a relationship. -

In Exercises 19 and 20, use the given data to construct a time-series graph.

19. Runway Near-Hits Given below are the numbers of runway near-hits by aircraft,
listed in order for each year beginning with 1990 (based on data from the Federal Avi- -
ation Administration). Is there a trend? If so, what is it?

281 242 219 186 200 240 275 292 325 321 421
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Table for Exercise 25

Actresses’
Ages
(units)

Stem
(tens)

Actors’
Ages
(units)

Summarizing and Graphing Data

20. Indoor Movie Theaters Given below are the numbers of indoor movie theaters, listed
in order by row for each year beginning with 1987 (based on data from the National
Association of Theater Owners). What is the trend? How does this trend compare to
the trend for drive-in movie theaters? (A time-series graph for drive-in movie theaters
is given in this section.)

20,595 21,632 21,907 22904 23,740 24,344 24,789 25,830 26,995
28,905 31,050 33,418 36,448 35,567 34,490 35,170 35,361

In Exercises 21-24, refer to the figure in this section that describes Napoleon’s 1812
campaign to Moscow and back (see page 64). The thick band at the left depicts the size of
the army when it began its invasion of Russia from Poland, and the lower band describes
Napoleon’s retreat.

21. The number of men who began the campaign is shown as 422,000. Find the number
of those men and the percentage of those men who survived the entire campaign.

2
7

2
3
4

14

Stem

22. Find the number of men and the percentage of men who died crossing the Berezina
River.

23. Of the 320,000 men who marched from Vilna to Moscow, how many of them made it
to Moscow? Approximately how far did they travel from Vilna to Moscow?

24. What is the coldest temperature endured by any of the men, and when was that cold-
est temperature reached?

2-4 BEYOND THE BASICS

25. Back-to-Back Stemplots Refer to the ages of the Best Actresses and Best Actors
listed in Table 2-1 in the Chapter Problem. Shown in the margin is a format for back-
to-back stemplots. The first two ages from each group have been entered. Complete
the entries, then compare the results.

26. Expanded and Condensed Stemplots This section includes a stemplot of the ages of
the Best Actresses listed in Table 2-1. Refer to that stemplot for the following:

a. The stemplot can be expanded by subdividing rows into those with leaves having
digits of O through 4 and those with digits 5 through 9. Shown below are the first
two rows of the stemplot after it has been expanded. Include the next two rows of
the expanded stemplot.

Stem | Leaves

2 1244 «For leaves of 0 through 4.
2 5555666677778888999999 <«TFor leaves of 5 through 9.

b. The stemplot can be condensed by combining adjacent rows. Shown below is the
first row of the condensed stemplot. Note that we insert an asterisk to separate digits
in the leaves associated with the numbers in each stem. Every row in the condensed
plot must include exactly one asterisk so that the shape of the reduced stemplot is not
distorted. Complete the condensed stemplot by identifying the remaining entries.

| Leaves

2-3

| 12445555666677778888999999*0011122333334445555555677888899



Review

In this chapter we considered methods for summarizing and graphing data. When investi-
gating a data set, the characteristics of center, variation, distribution, outliers, and chang-
ing pattern over time are generally very important, and this chapter includes a variety of
tools for investigating the distribution of the data. After completing this chapter you
should be able to do the following:

e Summarize data by constructing a frequency distribution or relative frequency dis-
tribution (Section 2-2).

e Visually display the nature of the distribution by constructing a histogram (Section
2-3) or relative frequency histogram.

e Investigate important characteristics of a data set by creating visual displays, such
as a frequency polygon, dotplot, stemplot, Pareto chart, pie chart, scatterplot (for
paired data), or a time-series graph (Section 2-4).

In addition to creating tables of frequency distributions and graphs, you should be
able to understand and interpret those results. For example, the Chapter Problem includes
Table 2-1 with ages of Oscar-winning Best Actresses and Best Actors. Simply examining
the two lists of ages probably does not reveal much meaningful information, but frequency
distributions and graphs enabled us to see that there does appear to be a significant differ-
ence. It appears that the actresses tend to be significantly younger than the actors. This dif-
ference can be further explored by considering relevant cultural factors, but methods of
statistics give us a great start by pointing us in the right direction.

Statistical Literacy and Critical Thinking

1. Exploring Data When investigating the distribution of a data set, which is more ef-
fective: a frequency distribution or a histogram? Why?

2. Comparing Data When comparing two data sets, which is better: frequency distribu-
tions or relative frequency distributions? Why?

3. Real Estate A real estate broker is investigating the selling prices of homes in his re-
gion over the past 50 years. Which graph would be better: a histogram or a time-series
graph? Why?

4. Normal Distribution A histogram is constructed from a set of sample values. What
are two key features of the histogram that would suggest that the data have a normal
distribution?

Review Exercises

1. Frequency Distribution of Ages of Best Actors Construct a frequency distribution of
the ages of the Oscar-winning actors listed in Table 2-1. Use the same class intervals
that were used for the frequency distribution of the Oscar-winning actresses, as
shown in Table 2-2. How does the result compare to the frequency distribution for
actresses?

2. Histogram of Ages of Best Actors Construct the histogram that corresponds to the
frequency distribution from Exercise 1. How does the result compare to the histogram
for actresses (Figure 2-2)?

Review Exercises
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Table for Exercises 1-4

Outcome Frequency
1-5 43
6-10 44

11-15 59
16-20 47
21-25 57
26-30 56
31-35 49
36 or 0 or 00 25

Summarizing and Graphing Data

3.

Dotplot of Ages of Best Actors Construct a dotplot of the ages of the Oscar-winning
actors listed in Table 2-1. How does the result compare to the dotplot for the ages of the
actresses? The dotplot for the ages of the Best Actresses is included in Section 2-4 (see
page 58).

Stemplot of Ages of Best Actors Construct a stemplot of the ages of the Oscar-
winning actors listed in Table 2-1. How does the result compare to the stemplot for
the ages of the actresses? The stemplot for the ages of the Best Actresses is included
in Section 2-4 (see page 59).

Scatterplot of Ages of Actresses and Actors Refer to Table 2-1 and use only the first
10 ages of actresses and the first 10 ages of actors. Construct a scatterplot. Based on
the result, does there appear to be an association between the ages of actresses and the
ages of actors?

Time-Series Graph Refer to Table 2-1 and use the ages of Oscar-winning actresses.
Those ages are listed in order. Construct a time-series graph. Is there a trend? Are the
ages systematically changing over time?

Cumulative Review Exercises

In Exercises 1-4, refer to the frequency distribution in the margin, which summarizes
results from 380 spins of a roulette wheel at the Bellagio Hotel and Casino in Las Vegas.
American roulette wheels have 38 slots. One slot is labeled 0, another slot is labeled

00,
1.

and the remaining slots are numbered 1 through 36.

Consider the numbers that result from spins. Do those numbers measure or count
anything?

What is the level of measurement of the results?

Examine the distribution of the results in the table. Given that the last class summa-
rizes results from three slots, is its frequency of 25 approximately consistent with
results that would be expected from an unbiased roulette wheel? In general, do the
frequencies suggest that the roulette wheel is fair and unbiased?

If a gambler learns that the last 500 spins of a particular roulette wheel resulted in num-
bers that have an average (mean) of 5, can that information be helpful in winning?

Consumer Survey The Consumer Advocacy Union mails a survey to 500 randomly
selected car owners, and 185 responses are received. One question asks the amount
spent for the cars that were purchased. A frequency distribution and histogram are
constructed from those amounts. Can those results be used to make valid conclusions
about the population of all car owners?



Cooperative Group Activities

1. In-class activity Refer to Figure 2-10 for the graph that
Florence Nightingale constructed roughly 150 years
ago. That graph illustrates the numbers of soldiers dy-
ing from combat wounds, preventable diseases, and
other causes. Figure 2-10 is not very easy to under-
stand. Create a new graph that depicts the same data,
but create the new graph in a way that greatly simplifies
understanding.

2. In-class activity Given below are the ages of motorcy-
clists at the time they were fatally injured in traffic ac-
cidents (based on data from the U.S. Department of
Transportation). If your objective is to dramatize the
dangers of motorcycles for young people, which would
be most effective: histogram, Pareto chart, pie chart,

Technology Project

Although manually constructed graphs have a certain primi-
tive charm, they are often considered unsuitable for publica-
tions and presentations. Computer-generated graphs are
much better for such purposes. Use a statistical software
package, such as STATDISK, Minitab, or Excel to generate
three histograms: (1) a histogram of the pulse rates of males
listed in Data Set 1 in Appendix B; (2) a histogram of the

Technology Project 71

dotplot, stemplot, . . . ? Construct the graph that best
meets the objective of dramatizing the dangers of mo-
torcycle driving. Is it okay to deliberately distort data if
the objective is one such as saving lives of motorcy-
clists?

17 38 27 14 18 34 16 42 28
2440 20 23 31 37 21 30 25
17 28 33 25 23 19 51 18 29

3. Out-of-class activity In each group of three or four stu-
dents, construct a graph that is effective in addressing
this question: Is there a difference between the body
mass index (BMI) values for men and for women? (See
Data Set 1 in Appendix B.)

pulse rates of females listed in Data Set 1 in Appendix B;
(3) a histogram of the combined list of pulse rates of males
and females. After obtaining printed copies of the his-
tograms, compare them. Does it appear that the pulse rates
of males and females have similar characteristics? (Later in
this book, we will present more formal methods for making
such comparisons. See, for example, Section 9-4.)
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Ages (in years) of Drivers Killed in Car
Crashes

Analysis
Convert the given frequency distribution to

From Data to Decision

Critical Thinking 37 76 18 81 28 29 18 18 27 20 Aarelative frequency distribution, then create

Goodness-of-Fit Animportant issue in statis- 18 17 70 87 45 32 88 20 18 28
tics is determining whether certain outcomes 17 51 24 37 24 21 18 18 17 40

fit some particular distribution. For example, 25 16 45 31 74 38 16 30 17 34
34 27 87 24 45 24 44 73 18 44

16 16 73 17 16 51 24 16 31 38

a relative frequency distribution for the ages
of drivers killed in car crashes. Compare the
two relative frequency distributions. Which

we @il mill a de 60 ines o e age categories appear to have substantially

whether the outcomes fit the distribution that

we would expect with a fair and unbiased die SORIDNZ B R IE GG NTTR2E 855
'hllp S 69 65 57 45 23 18 56 16 20 22

(with all outcomes occurring about the same 77 18 73 26 58 24 21 21 29 51

greater proportions of fatalities than the pro-
portions of licensed drivers? If you were re-
sponsible for establishing the rates for auto

number of times). Section 11-2 presents afor- 17 30 16 17 36 42 18 76 53 27 insurance, which age categories would you

mal method for a goodness-of-fit test. This
project involves an informal method based on

select for higher rates? Construct a graph
that is effective in identifying age categories

that are more prone to fatal car crashes.

a subjective comparison. We will consider  Age Licensed Drivers (millions)
the important issue of car crash fatalities. Car

crash fatalities are devastating to the families ég:;g 322

involved, and they often involve lawsuits and 30-39 40.8

large insurance payments. Listed below are 4 _49 37.0

the ages of 100 randomly selected drivers  50_59 24.2

who were killed in car crashes. Also givenis  60)—-69 17.5

a frequency distribution of licensed drivers  70-79 12.7

by age. 80-89 4.3

shows that an estimated 89.67% of
NCAA revenue in 2004—05 came from
television and marketing rights fees.

Data on the Internet

The Internet is host to a wealth of information

and much of that information comes from raw

Internet Project

data that have been collected or observed. Many
Web sites summarize such data using the graph-
ical methods discussed in this chapter. For ex-
ample, we found the following with just a few

clicks:

e A bar graph at the site of the U.S. Bureau
of Labor Statistics tells us that, at 3%, the
unemployment rate is lowest among col-
lege graduates versus groups with less

education.

e A pie chart provided by the National Col-
legiate Athletic Association (NCAA)

The Internet Project for this chapter, found at
the Elementary Statistics Web site, will further
explore graphical representations of data sets
found on the Internet. In the process, you will
view and collect data sets in the areas of sports,
population demographics, and finance, and per-
form your own graphical analyses.

The Web site for this chapter can be found at

http://www.aw.com/triola
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“Statistical

app“caﬂonearetoom

that can be useful in

almost any area of

endeavor.”

o

Bob Sehlinger
Publisher, Menasha Ridge Press

Menasha Ridge Press publishes,
among many other titles, the
Unofficial Guide series for John
Wiley & Sons (Wiley, Inc.). The
Unofficial Guides use statistics
extensively to research the expe-
riences that travelers are likely to
encounter and to help them
make informed decisions that will
help them enjoy great vacations.

Statistics @ Work

How do you use statistics in your job
and what specific statistical con-
cepts do you use?

We use statistics in every facet of the
business: expected value analysis for
sales forecasting; regression analysis to
determine what books to publish in a se-
ries, etc., but we’re best known for our
research in the areas of queuing and
evolutionary computations.

The research methodologies used in
the Unofficial Guide series are ushering in
a truly groundbreaking approach to how
travel guides are created. Our research
designs and the use of technology from
the field of operations research have
been cited by academe and reviewed in
peer journals for quite some time.

We're using a revolutionary team
approach and cutting-edge science to
provide readers with extremely valuable
information not available in other travel
series. Our entire organization is guided
by individuals with extensive training
and experience in research design as
well as data collection and analysis.

From the first edition of the Un-
official Guide to our research at Walt Dis-
ney World, minimizing our readers’ wait
in lines has been a top priority. We devel-
oped and offered our readers field-tested
touring plans that allow them to experi-
ence as many attractions as possible
with the least amount of waiting in line.
We field-tested our approach in the park;
the group touring without our plans
spent an average of 3', hours more
waiting in line and experienced 37%
fewer attractions than did those who
used our touring plans.

As we add attractions to our list,
the number of possible touring plans
grows rapidly. The 44 attractions in the

Magic Kingdom One-Day Touring Plan
for Adults have a staggering
51,090,942,171,709,440,000 possible
touring plans. How good are the new
touring plans in the Unofficial Guide? Our
computer program gets typically within
about 2% of the optimal touring plan.
To put this in perspective, if the hypo-
thetical “perfect” Adult One-Day touring
plan took about 10 hours to complete,
the Unofficial touring plan would take
about 10 hours and 12 minutes. Since it
would take about 30 years for a really
powerful computer to find that “per-
fect” plan, the extra 12 minutes is a rea-
sonable trade-off.

What background in statistics is
required to obtain a job like yours?

I work with PhD level statisticians and
programmers in developing and execut-
ing research designs. | hold an MBA and
had a lot of practical experience in oper-
ations research before entering publish-
ing, but the main prerequisite in doing
the research is knowing enough statistics
to see opportunities to use statistics for
developing useful information for our
readers.

Do you recommend that today’s
college students study statistics?
Why?

Absolutely. In a business context, statis-
tics along with accounting and a good
grounding in the mathematics of finance
are the quantitative cornerstones. Also,
statistics are important in virtually every
aspect of life.

Which other skills are important for
today’s college students?

Good oral and written expression.
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CHAPTER PROBLEM

Continued from Chapter 2:
Do the Academy Awards involve
discrimination based on age?

The opening problem in Chapter 2 included the ages
of Oscar-winning Best Actresses and Best Actors. In
Chapter 2 we used frequency distributions and graphs to
investigate the issue of whether the ages of the actresses
are significantly different from the ages of the actors.
Based on results found in Chapter 2, the Oscar-winning
actresses appear to be somewhat younger than the
Oscar-winning actors. In this chapter we continue to in-
vestigate the same issue of a discrepancy in ages, but
here we introduce new tools that will be helpful in com-
paring the two sets of ages.

The frequency distributions and graphs in Chapter 2
are not affected by whether the data are a sample or a
complete population. However, that distinction does af-
fect some of the tools presented in this chapter. It could
be argued that the data constitute a population, because
they include the age of every Oscar-winning Best Actress
and Best Actor from the beginning of the Academy
Awards ceremonies in 1928 to the latest results available
at the time of this writing. Instead of considering the ages
to be population data, we will consider them to be sample
data selected from some larger population. Some purists
might argue against treating the ages as sample data, but

this is a common approach that allows us to address im-
portant questions such as this: Is there a significant differ-
ence between the average (mean) age of the Best Ac-
tresses and the average (mean) age of the Best Actors?

The methods presented in Chapter 2 enabled us to
construct frequency distributions and graphs that sum-
marize and visually depict the distribution of data. The
methods presented in this chapter enable us to find nu-
merical values of important statistics. (Recall from
Chapter 1 that a statistic is a numerical measurement
describing some characteristic of a sample, whereas a
parameter is a numerical measurement describing some
characteristic of a population.) Instead of relying solely
on frequency distributions and graphs, we will now pro-
ceed to include important statistics as we compare the
ages of the Best Actresses and Best Actors. After find-
ing the values of important statistics, we will be better
prepared to compare the two sets of ages. We will be
better prepared to address this key question: Are there
major and important differences between the ages of the
Best Actresses and the ages of the Best Actors? We will
continue to use the same data from Table 2-1 included
with the Chapter Problem from Chapter 2.
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3-1 Overview

This chapter is extremely important because it presents basic statistics that de-
scribe important characteristics of a set of data. We noted in the Overview (Sec-
tion 2-1) of Chapter 2 that when describing, exploring, and comparing data sets,
these characteristics are usually extremely important: (1) center; (2) variation; (3)
distribution; (4) outliers; and (5) changing characteristics of data over time.

Critical Thinking and Interpretation:
Going Beyond Formulas

Technology has allowed us to enjoy this principle of modern statistics usage: It is
not so important to memorize formulas or manually perform complex arithmetic
calculations. Instead, we can focus on obtaining results by using some form of
technology (calculator or software), then making practical sense of the results
through critical thinking. Keep this in mind as you proceed through this chapter.
For example, when studying the extremely important standard deviation in
Section 3-3, try to see how the key formula serves as a measure of variation, then
learn how to find values of standard deviations, but really work on understanding
and interpreting values of standard deviations.

This chapter includes some detailed steps for important procedures, but it is
not necessary to master those steps in all cases. However, we recommend that in
each case you perform a few manual calculations before using your calculator or
computer. Your understanding will be enhanced, and you will acquire a better ap-
preciation of the results obtained from the technology.

The methods of Chapter 2 and this chapter are often called methods of
descriptive statistics, because the objective is to summarize or describe the im-
portant characteristics of a set of data. Later in this book we will use methods of
inferential statistics when we use sample data to make inferences (or generaliza-
tions) about a population. With inferential statistics, we are making an inference
that goes beyond the known data. Descriptive statistics and inferential statistics
are two general divisions of the subject of statistics, and Chapter 2 along with this
chapter involve fundamental principles of descriptive statistics.

g
293-2 Measures of Center

Key Concept When describing, exploring, and comparing data sets, these char-
acteristics are usually extremely important: center, variation, distribution, outliers,
and changes over time. [Remember that the mnemonic of CVDOT (Computer
Viruses Destroy Or Terminate) is helpful for remembering those characteristics.]
The focus of this section is the characteristic of center. We want to somehow obtain
a number that represents the central value of a data set. The concepts of the mean
and median should be understood extremely well. Specifically, methods for finding
the mean and median values should be well known. Also, we should know that the
value of the mean can be dramatically affected by the presence of an outlier, but the
median is not so sensitive to an outlier. (An outlier is a value that is very far away
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from almost all of the other values.) Part 1 of this section includes core concepts
that should be understood before considering Part 2.

Part 1: Basic Concepts of Measures of Center

E Definition

\; A measure of center is a value at the center or middle of a data set.

There are several different ways to determine the center, so we have different
definitions of measures of center, including the mean, median, mode, and midrange.
We begin with the mean.

Mean

The (arithmetic) mean is generally the most important of all numerical measure-
ments used to describe data, and it is what most people call an average.

E Definition

A= The arithmetic mean of a set of values is the measure of center found by

g adding the values and dividing the total by the number of values. This mea-
sure of center will be used often throughout the remainder of this text, and it

i will be referred to simply as the mean.

This definition can be expressed as Formula 3-1, which uses the Greek letter
>, (uppercase Greek sigma) to indicate that the data values should be added. That
is, 2x represents the sum of all data values. The symbol n denotes the sample size,
which is the number of values in the data set.

>x <« sum of all sample values

Formula 3-1 Mean = — .
n < number of sample values

The mean is denoted by x (pronounced “x-bar”) if the data set is a sample from a
larger population; if all values of the population are used, then we denote the
mean by u (lowercase Greek mu). (Sample statistics are usually represented by
English letters, such as x, and population parameters are usually represented by
Greek letters, such as w.)

Notation
2 denotes the sum of a set of values.
X is the variable usually used to represent the individual data values.
n represents the number of values in a sample.
N represents the number of values in a population.
x = % is the mean of a set of sample values.
>x

is the mean of all values in a population.

=
I
Z

STATISTICS

IN THE NEWS

Mannequins *
Reality

Health magazine compared
measurements of mannequins
to measurements of women.
The following results were
reported as “averages,” which
were presumably means.
Height of mannequins: 6 ft;
height of women: 5 ft 4 in.
Waist of mannequins: 23 in.;
waist of women: 29 in. Hip size
of mannequins: 34 in.; hip size
of women: 40 in. Dress size of
mannequins: 6; dress size of
women: 11. It becomes appar-
ent that when comparing
means, mannequins and real
women are very different.
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Changing
Populations

Included among the five im-
portant data set characteristics
listed in Chapter 2 is the
changing pattern of data over
time. Some populations
change, and their important
statistics change as well. Car
seat belt standards haven’t
changed in 40 years, even
though the weights of Ameri-
cans have increased consider-
ably since then. In 1960, 12.8%
of adult Americans were con-
sidered obese, compared to
22.6% in 1994.

According to the National
Highway Traffic Safety Ad-
ministration, seat belts must fit
a standard crash dummy (de-
signed according to 1960 data)
placed in the most forward po-
sition, with 4 in. to spare. In
theory, 95% of men and 99%
of women should fit into seat
belts, but those percentages are
now lower because of the in-
creases in weight over the last
half-century. Some car compa-
nies provide seat belt exten-
ders, but some do not.

Statistics for Describing, Exploring, and Comparing Data

EXAMPLE Monitoring Lead in Air Lead is known to have some seri-
ous adverse affects on health. Listed below are measured amounts of lead (in
micrograms per cubic meter, or ug/m?’) in the air. The Environmental Protec-
tion Agency has established an air quality standard for lead: a maximum of
1.5 ng/ m?>. The measurements shown below were recorded at Building 5 of
the World Trade Center site on different days immediately following the de-
struction caused by the terrorist attacks of September 11, 2001. Find the mean
for this sample of measured levels of lead in the air.

540 1.10 042 0.73 048 1.10

SOLUTION The mean is computed by using Formula 3-1. First add the val-
ues, then divide by the number of values:

_  3x 540+ 1.10 + 042 + 0.73 + 048 + 1.10  9.23
x = — = =

n 6 6

= 1.538

The mean lead level is 1.538 wg/m>. Apart from the value of the mean, it is
also notable that the data set includes one value (5.40) that is very far away
from the others. It would be wise to investigate such an “outlier.” In this case,
the lead level of 5.40 ug/ m® was measured the day after the collapse of the
two World Trade Center towers, and there were excessive levels of dust and
smoke. Also, some of the lead may have come from the emissions from the
large number of vehicles that rushed to the site. These factors provide a reason-
able explanation for such an extreme value.

Median

One disadvantage of the mean is that it is sensitive to every value, so one excep-
tional value can affect the mean dramatically. The median largely overcomes that
disadvantage. The median can be thought of as a “middle value” in the sense that
about half of the values in a data set are below the median and half are above it.
The following definition is more precise.

E Definition

‘= The median of a data set is the measure of center that is the middle value
! when the original data values are arranged in order of increasing (or decreas-
E ing) magnitude. The median is often denoted by X (pronounced “x-tilde”).

To find the median, first sort the values (arrange them in order), then follow
one of these two procedures:

1. If the number of values is odd, the median is the number located in the exact
middle of the list.

2. If the number of values is even, the median is found by computing the mean
of the two middle numbers.
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EXAMPLE Monitoring Lead in Air Listed below are measured amounts
of lead (in wg/m?) in the air. Find the median for this sample.

540 1.10 042 0.73 048 1.10

SOLUTION First sort the values by arranging them in order:
042 048 0.73 1.10 1.10 5.40

Because the number of values is an even number (6), the median is found by
computing the mean of the two middle values of 0.73 and 1.10.

073 + 1.10 _ 1.83
2 2

= 00915

Median =

Because the number of values is an even number (6), the median is the mean of
the two middle values, so the median is 0.915 ug/ m?. Note that the median is
very different from the mean of 1.538 ug/m? that was found from the same set
of sample data in the preceding example. The reason for this large discrepancy
is the effect that 5.40 had on the mean. If this extreme value were reduced to
1.20, the mean would drop from 1.538 ug/m? to 0.838 wg/m?>, but the median
would not change.

EXAMPLE Monitoring Lead in Air Repeat the preceding example
after including the measurement of 0.66 ug/m? recorded on another day. That
is, find the median of these lead measurements:

540 1.10 042 0.73 048 1.10 0.66

SOLUTION First arrange the values in order:
042 048 0.66 0.73 1.10 1.10 5.40

Because the number of values is an odd number (7), the median is the value in
the exact middle of the sorted list: 0.73 ug/m>.

After studying the preceding two examples, the procedure for finding the me-
dian should be clear. Also, it should be clear that the mean is dramatically affected
by extreme values, whereas the median is not dramatically affected. Because the
median is not so sensitive to extreme values, it is often used for data sets with a
relatively small number of extreme values. For example, the U.S. Census Bureau
recently reported that the median household income is $36,078 annually. The
median was used because there is a small number of households with really high
incomes.

Class Size Paradox

There are at least two ways to
obtain the mean class size, and
they can have very different re-
sults. At one college, if we take
the numbers of students in 737
classes, we get a mean of 40
students. But if we were to
compile a list of the class sizes
for each student and use this
list, we would get a mean class
size of 147. This large discrep-
ancy is due to the fact that
there are many students in
large classes, while there are
few students in small classes.
Without changing the number
of classes or faculty, we could
reduce the mean class size ex-
perienced by students by mak-
ing all classes about the same
size. This would also improve
attendance, which is better in
smaller classes.
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Mode

; Definition
\; The mode of a data set is the value that occurs most frequently.

e When two values occur with the same greatest frequency, each one is a
mode and the data set is bimodal.

o When more than two values occur with the same greatest frequency, each is
a mode and the data set is said to be multimodal.

e When no value is repeated, we say that there is no mode.

EXAMPLE Find the modes of the following data sets:

a. 540 1.10 0.42 0.73 0.48 1.10
b. 27 27 27 55 55 55 88 88 99
c¢. 123678910

SOLUTION

a. The number 1.10 is the mode because it is the value that occurs most often.

b. The numbers 27 and 55 are both modes because they occur with the same
greatest frequency. This data set is bimodal because it has two modes.

c. There is no mode because no value is repeated.

In reality, the mode isn’t used much with numerical data. But among the different
measures of center we are considering, the mode is the only one that can be used
with data at the nominal level of measurement. (Recall that the nominal level of
measurement applies to data that consist of names, labels, or categories only.)

Midrange

; Definition

‘= The midrange is the measure of center that is the value midway between the
maximum and minimum values in the original data set. It is found by adding
the maximum data value to the minimum data value and then dividing the
sum by 2, as in the following formula:

maximum value + minimum value
2

midrange =

77 (R I

The midrange is rarely used. Because it uses only the maximum and minimum
values, it is too sensitive to those extremes. However, the midrange does have
three redeeming features: (1) It is easy to compute; (2) it helps to reinforce the im-
portant point that there are several different ways to define the center of a data set;
(3) it is sometimes incorrectly used for the median, so confusion can be reduced
by clearly defining the midrange along with the median.
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Table 3-1 Comparison of Ages of Best Actresses and Best Actors

Best Actresses Best Actors
Mean 35.7 43.9
Median 33.5 42.0
Mode 35 41 and 42
Midrange 50.5 52.5

EXAMPLE Monitoring Lead in Air Listed below are measured amounts
of lead (in pg/m?) in the air from the site of the World Trade Center on different
days after September 11, 2001. Find the midrange for this sample.

540 1.10 042 0.73 048 1.10

SOLUTION The midrange is found as follows:

maximum value + minimum value  5.40 + 0.42 2910
2 2 '

The midrange is 2.910 pg/m?>.

Unfortunately, the term average is sometimes used for any measure of center
and is sometimes used for the mean. Because of this ambiguity, the term average
should not be used when referring to a particular measure of center. Instead, we
should use the specific term, such as mean, median, mode, or midrange.

In the spirit of describing, exploring, and comparing data, we provide Table 3-1,
which summarizes the different measures of center for the ages of Oscar-winning
actresses and actors in Table 2-1 in the Chapter Problem for Chapter 2. A compari-
son of the measures of center suggests that the Best Actresses are younger than the
Best Actors. There are methods for determining whether such apparent differences
are statistically significant, and we will consider some of those methods later in this
book. (See Section 9-3.)

; Round-Off Rule

A= A simple rule for rounding answers is this:

Carry one more decimal place than is present in the original set of
values.

A

When applying this rule, round only the final answer, not intermediate values that
occur during calculations. Thus the mean of 2, 3, 5, is 3.333333 . . ., which is
rounded to 3.3. Because the original values are whole numbers, we rounded to the
nearest tenth. As another example, the mean of 80.4 and 80.6 is 80.50 (one more
decimal place than was used for the original values).

Critical Thinking

Given a set of sample data, it is relatively easy to calculate measures of center,
such as the mean and median. However, we should always think about whether
the results make sense. In Section 1-2 we noted that it does not make sense to do
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numerical calculations with data at the nominal level of measurement. Because
data at the nominal level of measurement consist of names, labels, or categories
only, it does not make sense to find the value of statistics such as the mean and
median. We should also think about the method used to collect the sample data. If
the method is not sound, the statistics that we obtain may be misleading.

EXAMPLE Critical Thinking and Measures of Center For cach of
the following we can find measures of center, such as the mean and median.
Identify a major reason why the mean and median are nof statistics that accu-
rately and effectively serve as measures of center.

Zip codes: 12601 90210 02116 76177 19102
b. Ranks of stress levels from different jobs: 2 3 1 7 9

c. Surveyed respondents are coded as 1 (for Democrat), 2 (for Republican), 3
(for Liberal), 4 (for Conservative), or 5 (for any other political party).

SOLUTION

a. The zip codes don’t measure or count anything at all. The numbers are ac-
tually labels for geographic locations. The mean and median are meaning-
less statistics.

b. The ranks reflect an ordering, but they don’t measure or count anything.
The rank of 1 might come from a job that has a stress level substantially
greater than the stress level from the job with a rank of 2, so the different
numbers don’t correspond to the magnitudes of the stress levels. The mean
and median are meaningless statistics.

c¢. The coded results are numbers, but these numbers don’t measure or count
anything. These numbers are simply different ways of expressing names.
Consequently, the mean and median are meaningless statistics.

The preceding example involved data with levels of measurement that do not jus-
tify the use of statistics such as the mean or median. The next example involves a
more subtle issue.

EXAMPLE Mean Salary of Teachers For each of the 50 states, a re-
searcher obtains the mean salary of secondary school teachers (data from the
National Education Association):

$37,200 $49,400 $40,000 ... $37,800

The mean of the 50 amounts is $42,210, but is this the mean salary of all sec-
ondary school teachers in the United States? Why or why not?

SOLUTION No, $42,210 is not necessarily the mean of all secondary school
teachers in the United States. The issue here is that some states have many
more secondary school teachers than others. The calculation of the mean for
the United States should take into account the number of secondary school
teachers in each state. (The mean for a frequency distribution is discussed after
this example.) The mean for all secondary school teachers in the United States
is $45,200, not $42,210.



3-2 Measures of Center

The preceding example illustrates that the mean of a population is not necessarily

equal to the mean of the means found from different subsets of the population.
Instead of mindlessly going through the mechanics of calculating means and me-

dians, the exercises of this section encourage thinking about the calculated results.

Part 2: Beyond the Basics of Measures of Center

Mean from a Frequency Distribution

When working with data summarized in a frequency distribution, we don’t know
the exact values falling in a particular class. To make calculations possible, pre-
tend that in each class, all sample values are equal to the class midpoint. For exam-
ple, consider the class interval of 21-30 with a frequency of 28 (as in Table 2-2).
We pretend that all 28 values are equal to 25.5 (the class midpoint). With the value
of 25.5 repeated 28 times, we have a total of 25.5 - 28 = 714. We can then add
those products from each class to find the total of all sample values, which we
then divide by the number of sample values. (The number of sample values is the
sum of the frequencies 3 f.) Formula 3-2 is used to compute the mean when the
sample data are summarized in a frequency distribution. Formula 3-2 is not really
a new concept; it is simply a variation of Formula 3-1.
First multiply each frequency and class
midpoint, then add the products.

i
2(f - %)

Formula 3-2 xX=—"— (mean from frequency distribution)

>f
"

Sum of frequencies

For example, see Table 3-2. The first two columns duplicate the frequency
distribution (Table 2-2) for the ages of Oscar-winning actresses. Table 3-2

Table 3-2 Finding the Mean from a Frequency Distribution
Age of Actress Frequency f Class Midpoint x f-x
21-30 28 25.5 714
31-40 30 35.5 1065
41-50 12 45.5 546
51-60 2 55.5 111
61-70 2 65.5 131
71-80 2 75.5 151
Totals: Sf =76 S(f-x) =2718
__3(f-xn _ 2718 _
X = Sf 7 35.8
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illustrates the procedure for using Formula 3-2 when calculating a mean from data
summarized in a frequency distribution. Table 3-2 results in x = 35.8, but we get
x = 35.7 if we use the original list of 76 individual values. Remember, the fre-
quency distribution yields an approximation of x, because it is not based on the
exact original list of sample values.

Weighted Mean

In some cases, the values vary in their degree of importance, so we may want to
weight them accordingly. We can then proceed to compute a weighted mean of
the x values, which is a mean computed with the different values assigned differ-
ent weights denoted by w in Formula 3-3.

S(w e x)
Sw

Formula 3-3 tells us to multiply each weight w by the corresponding value x, then
add the products, then divide that total by the sum of the weights w. For example,
suppose we need a mean of 3 test scores (85, 90, 75), but the first test counts for
20%, the second test counts for 30%, and the third test counts for 50% of the final
grade. We can assign weights of 20, 30, and 50 to the test scores, then proceed to
calculate the mean by using Formula 3-3 with x = 85, 90, 75 and the correspond-
ing weights of w = 20, 30, 50, as shown here:

Formula 3-3 weighted mean: x =

)_CZE(w-x)
Sw
(20 X 85) + (30 X 90) + (50 X 75)
B 20 + 30 + 50
_ 80 g5
100

The Best Measure of Center

So far, we have considered the mean, median, mode, and midrange as measures
of center. Which one of these is best? Unfortunately, there is no single best answer
to that question because there are no objective criteria for determining the most
representative measure for all data sets. The different measures of center have dif-
ferent advantages and disadvantages, some of which are shown in Figure 3-1.
Throughout the remainder of this book, the mean will be used often, the median
will be used occasionally, the mode will not be used, and the midrange will not
be used.

The mean is relatively reliable, so that when samples are selected from the
same population, sample means tend to be more consistent than other measures of
center. That is, the means of samples drawn from the same population don’t vary
as much as the other measures of center. Another important advantage of the mean
is that it takes every value into account, but an important disadvantage is that it is
sometimes dramatically affected by a few extreme values. This disadvantage can
be overcome by using a trimmed mean, as described in Exercise 29.
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AL
Measures &> Figure 3-1
of Center Measures of Center
Mean Median Mode Midrange
Y Y Y
Find the sum Sort the Value that maximuam *+ minimum
of all values, data. occurs 7
then divide by most
fhfe nlumber frequently The midrange s
of vaiues. 0dd E rarely used.
ven The mode is good
number number
) for data at the
e The mean is of of )
- nominal level
sensitive to values values
of measurement.
extreme values.

o Sample means Median is Add the
tend to vary the value in two middle
less than other | the exact numbers,
measures middle. then divide
of center. by 2.

The median is often a good
choice if there are some

extreme values.

Skewness

A comparison of the mean, median, and mode can reveal information about the
characteristic of skewness, defined below and illustrated in Figure 3-2.

i Definition

M A distribution of data is skewed if it is not symmetric and extends more to
; one side than the other. (A distribution of data is symmetric if the left half
= of its histogram is roughly a mirror image of its right half.)

Figure 3-2
_/FFR Skewness

t
Mean ‘T‘ AL Mode  Mode = Mean = Median Mode j LM@G”
Median Median
(a) Skewed to the Left (b) Symmetric (Zero Skewness): (c) Skewed to the Right
(Negatively Skewed): The The mean, median, and mode are  (Positively Skewed): The
mean and median are to the same. mean and median are to

the left of the mode. the right of the mode.
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Data skewed to the left (also called negatively skewed) have a longer left tail,
and the mean and median are to the left of the mode. [Although not always pre-
dictable, data skewed to the left generally have a mean less than the median, as in
Figure 3-2(a)]. Data skewed to the right (also called positively skewed) have a
longer right tail, and the mean and median are to the right of the mode. [Again, al-
though not always predictable, data skewed to the right generally have the mean
to the right of the median, as in Figure 3-2(c)].

In practice, many distributions of data are symmetric and without skewness. Dis-
tributions skewed to the right are more common than those skewed to the left because
it’s often easier to get exceptionally large values than values that are exceptionally
small. With annual incomes, for example, it’s impossible to get values below the
lower limit of zero, but there are a few people who earn millions of dollars in a year.
Annual incomes therefore tend to be skewed to the right, as in Figure 3-2(c).

Using Technology

The calculations of this section are fairly
simple, but some of the calculations in the
following sections require more effort. Many
computer software programs allow you to
enter a data set and use one operation to get
several different sample statistics, referred to
as descriptive statistics. (See Section 3-4 for
sample displays resulting from STATDISK,

Minitab, Excel, and the TI-83 /84 Plus calcu-
lator.) Here are some of the procedures for
obtaining such displays.

Enter the data in the Data
Window. Click on Data and select Descrip-
tive Statistics. Now click on Evaluate to get
the various descriptive statistics, including
the mean, median, midrange, and other statis-
tics to be discussed in the following sections.

Enter the data in the col-
umn with the heading CI. Click on
Stat, select Basic Statistics, then select
Descriptive Statistics. The results will
include the mean and median as well as
other statistics.

Enter the sample data in col-
umn A. Select Tools, then Data Analy-

sis, then select Descriptive Statistics
and click OK. In the dialog box, enter
the input range (such as A1:A76 for 76
values in column A), click on Summary
Statistics, then click OK. (If Data Anal-
ysis does not appear in the Tools menu,
it must be installed by clicking on Tools
and selecting Add-Ins.)

First enter the data
in list L1 by pressing STAT, then select-

ing Edit and pressing the ENTER key.
After the data values have been entered,
press STAT and select CALC, then se-
lect 1-Var Stats and press the ENTER
key twice. The display will include the
mean x, the median, the minimum value,
and the maximum value. Use the down-
arrow key { to view the results that don’t
fit on the initial display.

3-2 BASIC SKILLS AND CONCEPTS

Statistical Literacy and Critical Thinking

1. Measures of Center In what sense are the mean, median, mode, and midrange mea-
sures of “center”?

2. Mean and Median A statistics class consists of 24 students, all of whom are unem-
ployed or are employed in low-paying part-time jobs. The class also includes a pro-
fessor who is paid an enormous salary. Which does a better job of describing the in-
come of a typical person in the class of 25 people (including the professor): the mean
or median? Why?
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3. Nominal Data In Chapter 1 it was noted that data are at the nominal level of measure-
ment if they consist of names or labels only. A New England Patriots football fan
records the number on the jersey of each Patriots player in a Super Bowl game. Does
it make sense to calculate the mean of those numbers? Why or why not?

4. Mean Commuting Time A sociologist wants to find the mean commuting time for all
working U.S. residents. She knows that it is not practical to survey each of the mil-
lions of working people, so she conducts an Internet search and finds the mean com-
muting time for each of the 50 states. She adds those 50 times and divides by 50. Is
the result likely to be a good estimate of the mean commuting time for all workers?
Why or why not?

In Exercises 5—12, find the (a) mean, (b) median, (c) mode, and (d) midrange for the
given sample data. Also, answer the given questions.

5. Perception of Time Statistics students participated in an experiment to test their abil-
ity to determine when 1 minute (or 60 seconds) has passed. The results are given be-
low in seconds. Identify at least one good reason why the mean from this sample
might not be a good estimate of the mean for the population of adults.

53 52 75 62 68 58 49 49

6. Cereal A dietician obtains the amounts of sugar (in centigrams) from 100 centigrams
(or 1 gram) in each of 10 different cereals, including Cheerios, Corn Flakes, Fruit
Loops, and 7 others. Those values are listed below. Is the mean of those values likely
to be a good estimate of the mean amount of sugar in each gram of cereal consumed
by the population of all Americans who eat cereal? Why or why not?

3 24 30 47 43 7 47 13 44 39

7. Phenotypes of Peas An experiment was conducted to determine whether a deficiency
of carbon dioxide in the soil affects the phenotypes of peas. Listed below are the phe-
notype codes, where 1 = smooth-yellow, 2 = smooth-green, 3 = wrinkled-yellow,
and 4 = wrinkled-green. Can the measures of center be obtained for these values? Do
the results make sense?

2111111412212332313131322

8. Old Faithful Geyser Listed below are intervals (in minutes) between eruptions of the
Old Faithful geyser in Yellowstone National Park. After each eruption, the National Park
Service provides an estimate of the length of time to the next eruption. Based on these
values, what appears to be the best single value that could be used as an estimate of the
time to the next eruption? Is that estimate likely to be accurate to within 5 minutes?

98 92 95 87 96 90 65 92 95 93 98 94

9. Blood Pressure Measurements Fourteen different second-year medical students at
Bellevue Hospital measured the blood pressure of the same person. The systolic read-
ings (in mmHg) are listed below. What is notable about this data set?

138 130 135 140 120 125 120 130 130 144 143 140 130 150

10. Body Temperatures Researchers at the University of Maryland collected body tem-
perature readings from a sample of adults, and eight of those temperatures are listed
below (in degrees Fahrenheit). Does the mean of this sample equal 98.6, which is
commonly believed to be the mean body temperature of adults?

98.6 98.6 98.0 98.0 99.0 984 984 984
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11.

12.

Fruit Flies Listed below are the thorax lengths (in millimeters) of a sample of male
fruit flies. Fruit flies (Drosophila) are a favorite subject of researchers because they
have a simple chromosome composition, they reproduce quickly, they have large
numbers of offspring, and they are easy to care for. (These are characteristics of the
fruit flies, not necessarily the researchers.) If we learn that the listed measurements
were obtained from fruit flies hovering over an apple sitting on a kitchen table in
Pocatello, does the mean serve as a reasonable estimate of all fruit flies residing in the
United States?

0.72 090 0.84 0.68 0.84 090 092 0.84 0.64 0.84 0.76

Personal Income Listed below are the amounts of personal income per capita (in dol-
lars) for the first five states listed in alphabetical order: Alabama, Alaska, Arizona,
Arkansas, and California (data from the U.S. Bureau of Economic Analysis). When
the 45 amounts from the other states are included, the mean of the 50 state amounts is
$29,672.52. s $29,672.52 the mean amount of personal income per capita for all indi-
viduals in the United States? In general, can you find the mean for some characteristic
of all residents of the United States by finding the mean for each state, then finding
the mean of those 50 results?

$25,128 $32,151 $26,183 $23,512 $32,996

In Exercises 13-20, find the mean and median for each of the two samples, then compare
the two sets of results.

13.

14.

15.

16.

It’s Raining Cats Statistics are sometimes used to compare or identify authors of dif-
ferent works. The lengths of the first 20 words in the foreword written by Tennessee
Williams in Cat on a Hot Tin Roof are listed along with the first 20 words in The Cat
in the Hat by Dr. Seuss. Does there appear to be a difference?

CatonaHotTinRoof: 2622 14424238422772311
The Cat in the Hat: 33335233324223235344

Ages of Stowaways The Queen Mary sailed between England and the United States,
and stowaways were sometimes found on board. The ages (years) of stowaways from
eastbound crossings and westbound crossings are given below (data from the Cunard
Steamship Co., Ltd.). Compare the two data sets.

Eastbound: 24 24 34 15 19 22 18 20 20 17
Westbound: 41 24 32 26 39 45 24 21 22 21

Weather Forecast Accuracy In an analysis of the accuracy of weather forecasts, the
actual high temperatures are compared to the high temperatures predicted one day
earlier and the high temperatures predicted five days earlier. Listed below are the er-
rors between the predicted temperatures and the actual high temperatures for consec-
utive days in Dutchess County, New York. Do the means and medians indicate that
the temperatures predicted one day in advance are more accurate than those predicted
five days in advance, as we might expect?

(actual high) — (high predicted one day earlier): 2 2 0 -3 =2 1
-2 8 1 -1 0 1

(actual high) — (high predicted five days earlier): 0 -3 2 5 —-6 -9 4
-1 6 -2 -2 -1 6 —4

0
0

Treatment Effect Researchers at Pennsylvania State University conducted experi-
ments with poplar trees. Listed below are weights (kg) of poplar trees given no
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treatment and poplar trees treated with fertilizer and irrigation. Does there appear to
be a difference between the two means? Does the fertilizer and irrigation treatment
appear to be effective in increasing the weights of poplar trees?

No treatment: 0.15 0.02 0.16 0.37 0.22
Fertilizer and irrigation:  2.03 0.27 0.92 1.07 2.38

17. Customer Waiting Times Waiting times (in minutes) of customers at the Jefferson
Valley Bank (where all customers enter a single waiting line) and the Bank of
Providence (where customers wait in individual lines at three different teller win-
dows) are listed below. Determine whether there is a difference between the two
data sets that is not apparent from a comparison of the measures of center. If so,
what is it?

Jefferson Valley (single line): 6.5 6.6 6.7 6.8 7.1 73 74 7.7 7.7 7.7
Providence (individual lines): 4.2 54 5.8 62 6.7 7.7 7.7 85 9.3 10.0

18. Regular/Diet Coke Weights (in pounds) of samples of the contents in cans of regular
Coke and Diet Coke are listed below. Does there appear to be a significant difference
between the two data sets? How might such a difference be explained?

Regular: 0.8192 0.8150 0.8163 0.8211 0.8181  0.8247
Diet: 0.7773  0.7758 0.7896  0.7868  0.7844  0.7861

19. Penny Thoughts U.S. pennies made before 1983 are 97% copper and 3% zinc,
whereas pennies made after 1983 are 3% copper and 97% zinc. Listed below are
weights (in grams) of pennies from each of those two time periods. (Data were ob-
tained by the author.) Does there appear to be a considerable difference in the
means?

Before 1983: 3.1582 3.0406 3.0762 3.0398 3.1043 3.1274
3.0775 3.1038 3.1086 3.0586

After 1983: 2.5113 2.4907 2.5024 2.5298 2.4950 2.5127
2.4998 2.4848 2.4823 2.5163

20. BMI and Gender Itis well known that men tend to weigh more than women, and men
tend to be taller than women. The body mass index (BMI) is a measure based on
weight and height. Listed below are BMI values from randomly selected men and
women. Does there appear to be a notable difference?

Men: 23.8 232 246 262 235 245 215 314 264 227 278 28.1
Women: 19.6 23.8 19.6 29.1 252 214 220 275 335 206 299 17.7

Large Data Sets. In Exercises 21-24, refer to the data set in Appendix B. Use computer
software or a calculator to find the means and medians, then compare the results as
indicated.

21. Weather Forecast Accuracy Exercise 15 includes temperature forecast data for 14
days. Repeat Exercise 15 after referring to Data Set 8 in Appendix B. Use the data for
all 35 days to expand the list of differences shown in Exercise 15. (The data in Exer-
cise 15 are based on the first 14 days in Data Set 8.) Do your conclusions change
when the larger data sets are used? Do you have more confidence in the results based
on the larger data set?

22. Regular/Diet Coke Exercise 18 includes weights of regular Coke and Diet Coke
listed in Data Set 12 in Appendix B. (The data in Exercise 18 are from the first six cans

89
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Table for Exercise 27

Speed Frequency

42-45 25

46-49 14

50-53 7

54-57 3

58-61 1

Table for Exercise 28

Temperature | Frequency
96.5-96.8 1
96.9-97.2 8
97.3-97.6 14
97.7-98.0 22
98.1-98.4 19
98.5-98.8 32
98.9-99.2 6
99.3-99.6 4

Statistics for Describing, Exploring, and Comparing Data

23.

24,

of regular Coke and the first six cans of Diet Coke.) Repeat Exercise 18 using the
complete list of weights of regular Coke and Diet Coke. Do your conclusions change
when the larger data sets are used?

Pennies Revisited Exercise 19 includes weights of pennies made before 1983 and af-
ter 1983. Repeat Exercise 19 with the complete list of weights of pennies made before
1983 and the complete list of pennies made after 1983 as listed in Data Set 14 of Ap-
pendix B. Do your conclusions change when the larger data sets are used?

BMI and Gender Exercise 20 includes BMI values from 12 men and 12 women. Re-
peat Exercise 20 with the complete list of BMI values found in Data Set 1 in Ap-
pendix B. Do your conclusions change when the larger data sets are used?

In Exercises 25-28, find the mean of the data summarized in the given frequency distribu-

tion. Also, compare the computed means fo the actual means obtained by using the origi-
nal list of data values, which are as follows: (Exercise 25) 53.8; (Exercise 26) 0.230; (Ex-
ercise 27) 46.7; (Exercise 28) 98.20.

25.

27.

28.

Daily Low 26. Daily
Temperature Precipitation
(°F) Frequency (inches) Frequency

35-39 1 0.00-0.49 31
40-44 3 0.50-0.99 1
45-49 5 1.00-1.49 0
50-54 11 1.50-1.99 2
55-59 7 2.00-2.49 0
60-64 7 2.50-2.99 1
65-69

Speeding Tickets The given frequency distribution describes the speeds of drivers

ticketed by the Town of Poughkeepsie police. These drivers were traveling through a
30 mi/h speed zone on Creek Road, which passes the author’s college. How does the
mean compare to the posted speed limit of 30 mi/h?

Body Temperatures The accompanying frequency distribution summarizes a sample
of human body temperatures. (See the temperatures for midnight on the second day,
as listed in Data Set 2 in Appendix B.) How does the mean compare to the value of
98.6°F, which is the value assumed to be the mean by most people?

3-2 BEYOND THE BASICS

29.

Trimmed Mean Because the mean is very sensitive to extreme values, we say that it
is not a resistant measure of center. The trimmed mean is more resistant. To find the
10% trimmed mean for a data set, first arrange the data in order, then delete the bot-
tom 10% of the values and the top 10% of the values, then calculate the mean of the
remaining values. For the weights of the bears in Data Set 6 from Appendix B, find
(a) the mean; (b) the 10% trimmed mean; (c) the 20% trimmed mean. How do the re-
sults compare?
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Degrees of Freedom Ten values have a mean of 75.0. Nine of the values are 62, 78,

90, 87, 56, 92, 70, 70, and 93.

a. Find the 10th value.

b. We need to create a list of n values that have a specific known mean. We are free to
select any values we desire for some of the n values. How many of the n values can
be freely assigned before the remaining values are determined? (The result is often
referred to as the number of degrees of freedom.)

Censored Data An experiment is conducted to study longevity of trees treated with
fertilizer. The experiment is run for a fixed time of five years. (The test is said to be
censored at five years.) The sample results (in years) are 2.5, 3.4, 1.2, 5+, 5+ (where
5+ indicates that the tree was still alive at the end of the experiment). What can you
conclude about the mean tree life?

Transformed Data In each of the following, describe how the mean, median, mode,
and midrange of a data set are affected.

a. The same constant k is added to each value of the data set.

b. Each value of the data set is multiplied by the same constant k.

The harmonic mean is often used as a measure of central tendency for data sets con-
sisting of rates of change, such as speeds. It is found by dividing the number of values
n by the sum of the reciprocals of all values, expressed as

27

X

(No value can be zero.) Four students drive from New York to Florida (1200 miles) at
a speed of 40 mi/h (yeah, right!). Because they need to make it to statistics class on
time, they return at a speed of 60 mi/h. What is their average speed for the round trip?
(The harmonic mean is used in averaging speeds.)

The geometric mean is often used in business and economics for finding average
rates of change, average rates of growth, or average ratios. Given n values (all of
which are positive), the geometric mean is the nth root of their product. The average
growth factor for money compounded at annual interest rates of 10%, 8%, 9%, 12%,
and 7% can be found by computing the geometric mean of 1.10, 1.08, 1.09, 1.12, and
1.07. Find that average growth factor.

The quadratic mean (or root mean square, or R.M.S.) is usually used in physical
applications. In power distribution systems, for example, voltages and currents are
usually referred to in terms of their R.M.S. values. The quadratic mean of a set of val-
ues is obtained by squaring each value, adding the results, dividing by the number of
values n, and then taking the square root of that result, as indicated below:

) S
Quadratic mean = /| —
n

Find the R.M.S. of these power supplies (in volts) obtained from the author’s home
generator: 111.2, 108.7, 109.3, 104.8, 112.6.
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36. Median When data are summarized in a frequency distribution, the median can be
found by first identifying the median class (the class that contains the median). We
then assume that the values in that class are evenly distributed and we can interpolate.
This process can be described by

n+1

—(m+1

(lower limit of median class) + (class width) ( 2 ) (m )
frequency of median class

where 7 is the sum of all class frequencies and m is the sum of the class frequencies
that precede the median class. Use this procedure to find the median of the data set
summarized in Table 2-2. How does the result compare to the median of the original
list of data, which is 33.5? Which value of the median is better: the value computed
for the frequency table or the value of 33.5?

p
293-3 Measures of Variation

Key Concept Because this section introduces the concept of variation, which is
so important in statistics, this is one of the most important sections in the entire
book. First read through Part 1 of this section quickly and gain a general under-
standing of the characteristic of variation. Next, learn how to use a data set for
finding the values of the range and standard deviation. Then consider Part 2 and
try to understand the range rule of thumb for interpreting values of standard devi-
ations, and also try to understand the reasoning behind the formula for standard
deviation, but do not spend much time memorizing formulas or doing arithmetic
calculations. Instead, place a high priority on learning how to interpret values of
standard deviation.

Part 1: Basic Concepts of Variation

For a visual illustration of variation, see Figure 3-3, which shows bar graphs for
customer waiting times at three different banks. In the first bank, the manager is
compulsive about carefully controlling waiting times by changing the number of
tellers as needed. In the second bank, customers all wait in a single line that feeds
the available tellers. In the third bank, custome